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Scientific innovation has long been heralded the collaborative effort of many people, 
groups, and studies to drive forward research. However, the traditional peer review process 
relies on reviewers acting in a silo to critically judge research. As research becomes more 
cross-disciplinary, finding reviewers with appropriate expertise to provide feedback on an 
entire paper is increasingly difficult. We sought to pilot a crowd peer review process that 
allowed reviewers to interact with one another in the spirit of collaborative science. We 
focused this session on manuscripts using meta-analysis, to fully embrace the importance 
of collaborative and open scientific research in the field of biocomputing. Our pilot study 
found that researchers enjoy a more collaborative peer review process and felt that the 
process led to higher quality feedback for submitting authors than traditional review offers. 
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1.  Introduction 

 
Peer review has long been a staple of the scientific community, dating back as early as the 9th century 
when Al-Ruhawi sought peer feedback on his book on physician ethics1. For centuries the peer 
review process relied on the physical delivery of manuscripts to established colleagues for feedback, 
until it was officially implemented in the early 20th century by Science, The Journal of the American 
Medical Association (JAMA), and American Practitioner as in its current form as a method to both 
identify manuscripts that should be accepted/rejected from publications, but also to address and 
revise gaps in manuscripts to improve before subsequent publication1.  
 
While peer review is recognized as an important institution in maintaining the integrity of the 
scientific community, it has flaws that are widely accepted. ‘Reviewer 2’ jokes are often shared 
around academic circles based on the common occurrence of one reviewer being unnecessarily 
difficult, or even insulting in their manuscript feedback.2 Moreover, despite the many rounds of 
revisions that authors, reviewers, and editors conduct on a manuscript, blatant mistakes still slip 
through the cracks. One example of this includes an ecology paper, which was published containing 
the thought “should we cite the crappy Gabor paper here”.3 Other studies have shown that the peer 
review process introduces bias and systemic discrimination and can hold authors hostage in a 
community where ‘publish or perish’ reigns true1,4. It was perhaps best stated by R. Smith in 1999 
that peer review is “slow, expensive, highly subjective, prone to bias, easily abused, and poor at 
detecting gross defects.”5 
 
One of the major influences on these problems is ‘reviewer fatigue’. As the number of scientific 
publications increases every year, so does the reliance on volunteer reviewers – particularly those 
who are most renowned or are at the top of their field. In most cases, reviewers are not compensated 
or credited for their reviews or contributions. As such, it can be difficult for editors to identify 
qualified reviewers who have the appropriate time to commit to conducting reviews. This leads to a 
lack of response to editors, poor quality or rushed reviews, resorting to unqualified reviewers, and 
longer publishing times1,2.  
 
Moreover, as many areas of science embrace multi-disciplinary methods, it is increasingly difficult 
to identify reviewers who are qualified to provide feedback on entire manuscripts. In many cases, 
editors resort to finding one reviewer to represent one field of research, and hence lack any diversity 
of opinions regarding the quality of the science.  
 
To address these gaps in the peer review process, Benjamin List has explored the idea of a selected 
crowd-based review process in his chemistry publication Synlett. List sought to recreate the idea of 
scientific discussion in his peer reviews – where he hypothesized that reviewers who could discuss 
with each other would provide better feedback and recommendations. To facilitate this process, 
rather than focus on two or three reviewers per manuscript, he instead recruits many reviewers to 
engage with the manuscript over a shorter time period. Each reviewer sees both the current 
manuscript version, as well as the other reviewers anonymized feedback which they can comment 
on to engage in scientific discussion2,6.  
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List and his team ran small trials with this method where they had manuscripts that underwent both 
the traditional and crowd review process. The crowd review method has many merits. One, it 
reduces the workload for any individual reviewer and hence mitigates reviewer fatigue. Two, it 
allows reviewers to focus on sections of a manuscript they are qualified to give feedback on. Three, 
due to the nature of the scientific discussion, the feedback tends to be stronger and reach an 
informative consensus among reviewers. Four, a greater diversity of reviewers can be included, 
improving the overall quality of a final manuscript. Finally, and perhaps most compellingly for 
authors, the turnaround time for feedback is much faster than in the traditional review process - as 
short as 4 or 5 days using List’s model2,6.  
 
Due to the increasingly interdisciplinary nature of biocomputing, we sought to investigate the 
potential of a crowd peer review process as part of a session at the Pacific Symposium of 
Biocomputing for 2022. As part of this process, we pledged to create a platform that would allow 
reviewers to engage in discussion about manuscripts through a comment section to allow debate 
back and forth, seek a wide diversity of reviewers for each submission, and formally acknowledge 
reviewer contributions in published proceedings. We focused our session on meta-analytics methods 
and applications for big data as these approaches are often impacted by publication bias, in part due 
to the nature of traditional peer review.  
 
2.  The Crowd Peer Review Process 

 
We set out to establish a minimum viable product (MVP) for the purposes of crowd peer review. 
We recruited 26 reviewers including graduate level students, established faculty, and industry 
professionals to participate in the crowd review, and averaged 4.83 (𝑠𝑑 = 1.47) reviewers per 
submitted manuscript. Reviewers participated within a Google Workspace, where they were 
instructed to comment on submitted manuscripts, interact with other comments, and fill out a form 
with overall quantitative scores and recommendations.  
 
2.1 Reviewer’s Feedback 
 
All reviewers were invited to an anonymous feedback survey, where they were asked to rank their 
agreement with various statements about the crowd peer review process on a five-point scale (1: 
Strongly Disagree, 3: Neutral, 5: Strongly Agree). Of the 26 reviewers, 13 elected to participate in 
the feedback survey.  
 
All 13 reviewers indicated that this was their first experience with a crowd review process. When 
participants were asked if they agreed to participate because of the peer review process, five 
respondents indicated that they strongly agreed with this statement, although most were neutral 
(𝑥̅ = 3.62, 𝑠𝑑 = 1.33). Surprisingly, only one reviewer indicated that they agreed to participate 
because they would receive in-proceedings accreditation for their feedback (𝑥̅ = 2.85, 𝑠𝑑 = 1.14). 
However, reviewers overwhelming indicated they would participate in a crowd review process 
again (𝑥̅ = 4.69, 𝑠𝑑 = 0.48) and that the crowd review process was overall more enjoyable than 
traditional review (𝑥̅ = 4, 𝑠𝑑 = 0.91). 
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Reviewers also felt that the crowd review process better allowed them to focus on areas of their 
expertise (𝑥̅ = 4.31, 𝑠𝑑 = 0.85) and reduced the overall burden of review (𝑥̅ = 4.08, 𝑠𝑑 = 1.19). 
Reviewers indicated that being able to see other’s reviews increased the confidence of their overall 
feedback (𝑥̅ = 4.15, 𝑠𝑑 = 0.80), but did not believe that seeing other reviews biased their 
feedback (𝑥̅ = 2.08, 𝑠𝑑 = 0.95). Overall, reviewers were supportive and collaborative, with most 
strongly agreeing that other reviewers had provided high quality feedback (𝑥̅ = 4.69, 𝑠𝑑 = 0.48). 
 
When asked what features could be included to further improve the crowd review process, 
reviewers indicated they were most interested in being able to up- or downvote feedback (n=7), 
‘tag-in’ other colleagues who may have relevant feedback (n=6), add a poll inline (n=5), and be 
able to toggle on/off the ability to see other reviewers’ feedback (n=5).  
 
2.2 Conclusions 
 
Overall, reviewers indicated that there is an appetite for a more collaborative review process, and 
that this process provided high quality feedback to submitting authors. While the sample size of 
our feedback is small, other cross-disciplinary fields may want to consider crowd peer review as 
part of the scientific publication process.  
 
3. Meta-Analysis in Biocomputing 
 
Our 2022 session accepted three general categories of papers. First, we had papers proposing 
novel computational methods  appropriate for the meta-analysis of ‘omics level data. Second, had 
papers using many publicly available datasets to create and improve upon methodologies for 
studying specific biocomputational problems, and lastly, we had papers which aimed to study the 
structure of publicly available data itself to make it more appropriate for meta-analysis.  
 
3.1 Novel Methods for Meta-Analysis of ‘Omics Data 
 
Nouira et. al propose a multi-task Lasso for the multivariate analysis of admixed GWAS data. 
They note that GWAS data is limited due to differences in population structure as well as linkage 
disequilibrium. They consider a model where each task corresponds to a subpopulation (or dataset 
in a meta-analysis context) and each group corresponds to a linkage disequilibrium block. They 
demonstrate that this method is efficient, robust, and outperforms state-of-the-art methodologies in 
both simulated and real data7.  
 
Levy et al. explore the use of mixed effect machine learning models to better account for batch 
effects in spatial ‘omics applications. They show that classifiers should consider accounting for 
repeated measurements at the class and batch level, possibly using an MEML structure, to achieve 
optimal non-linear performance in studying pathology images for colon cancer8.  
 
Khatri et al, our guest speakers, have been proponents of the use of meta-analysis in clinical facing 
diagnostics. Their meta-analytic framework has identified robust gene expression biomarkers for 
the diagnosis and prediction of presence of sepsis12,13, bacterial vs viral causes of infectious 
disease14, and severity of infections (predicting risk of 30-day mortality15, predicting severe vs 
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non-severe viral infections16). They’ve also proposed a 3 gene signature for the diagnosis of 
Tuberculosis that is being translated in a point-of-care cartridge by Cepheid and has been validated 
in a prospective cohort across 4 countries in less than 5 years17-20. Their work continues to 
demonstrate that meta-analysis and the use of publicly available data has enormous potential and 
is an important tool in translation biocomputational research into clinical settings. 
 
3.2 Using Publicly Available Data in Methods Development 
 
Romano et al. sought to improve Quantitative Structure Activity Relationship (QSAR) modeling, 
which is already a meta-analysis approach regularly used in toxicological research. To do this, 
they augmented traditional QSAR with publicly available multi-modal datasets and analyzed that 
data using a graph convolutional neural network model (GCN).  They demonstrate that not only 
does this approach substantially improve upon traditional QSAR modeling, but that it is also more 
interpretable9.  
 
Schiebout et al. developed a novel single cell RNA seq method, Cell-typing using variance 
Adjusted Mahalanobis distances with Multi-Labeling (CAMML), for both customizable cell-
typing and quantification of cell differentiation. They leveraged several publicly available single 
cell RNA sequencing datasets with annotated cell types to inform their model. They show that this 
method is comparable to gold-standard methods for single cell typing, but that it preserves 
important information for cells which exhibit features of multiple cell types, as is the case with 
undifferentiated cells10.  
 
3.3 Studying the Structure of Publicly Available Data 
 
Rubel et al. note that many different biological pathway databases exist and are widely used in 
meta-analysis. They observe that similar pathways representing the same biological phenotype 
exist across many databases, and that these representations have structural variation which may 
impact biological findings. In their study, they employed the use of undirected graphlets (small 
sub-networks) to study the structural similarity of pathways across many publicly available 
databases. They show that database structural similarity exists, but that it can be accounted for to 
uncover pathway specific topology11.  
 
3.4 Conclusions 
 
In conclusion, meta-analysis remains an important cornerstone in the field of biocomputing, not 
only for informing reproducible biological findings, but also in the development of new 
methodologies to drive forward biological discovery in the era of big data.  
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