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2014 marks the 19th Pacific Symposium on BioComputing. The past year has been a magnificent one for computational biology. Dr. Michael Levitt won the Nobel Prize in Chemistry in October, 2013 for his work modeling and simulating biological macromolecular structure. The demand for bioinformatics and computational biology skills in the marketplace has exploded, and there is a robust industry emerging providing “Big Data” services in support of genomics, pharmaceuticals and health care. The NIH has announced a $100M program in “Big Data to Knowledge” or BD2K, to support a broad portfolio of work across all biomedical disciplines.

In addition to being published by World Scientific and indexed in PubMed, the proceedings from all previous meetings are available online at http://psb.stanford.edu/psb-online/. PSB provides sessions focusing on emerging areas in biomedical computation. These sessions are typically conceived at the previous PSB meeting as people discuss the opportunities for new sessions. Once again, we have a very exciting set of areas that build on previous sessions and introduce new topics. There are revolutions occurring in cancer, drug repurposing, personalized medicine, the characterization of complex phenotypes, and our ability to extract knowledge from text. Each of these is associated with a session at this year’s meeting. In addition, we see increasing interest in non-coding RNA, quantitative training in the biosciences, and applications in autism, which form the basis for our workshops. The efforts of a dedicated group of leaders has produced an outstanding set of sessions, with associated introductory tutorials. These organizers provide the scientific core of PSB and their sessions are as follows:

**Cancer Panomics: Computational Methods and Infrastructure for Integrative Analysis of Cancer High-Throughput “Omics” Data**  
Søren Brunak, Francisco M. De La Vega, Gunnar Rätsch, Joshua M. Stuart

**Computational Approaches to Drug Repurposing and Pharmacology**  
Zhiyong Lu, Pankaj Agarwal, Atul Butte, S. Joshua Swamidass

**Detecting and Characterizing Pleiotropy: New Methods for Uncovering the Connection Between the Complexity of Genomic Architecture and Multiple Phenotypes**  
Sarah A. Pendergrass, Dana C. Crawford, Anna L. Tyler

**Personalized Medicine: From Genotypes and Molecular Phenotypes Towards Therapy**  
Oliver Stegle, Jennifer Listgarten, Steven Brenner, Leopold Parts, Quaid Morris

**Text and Data Mining for Biomedical Discovery**  
Graciela H. González, Kevin Breitnoll Cohen, Maricel G. Kann, Casey Greene, Robert Leaman, Nigam Shah, Jieping Ye

We are also pleased to present three workshops in which investigators with a common interest come together to exchange results and new ideas in a format that is more informal than the peer-reviewed sessions. For this year, the workshops and their organizers are:

**Applications of Bioinformatics to Non-Coding RNAs in the Era of Next-Generation Sequencing**  
Chao Cheng, Jason Moore, Casey Greene

**Building the Next Generation of Quantitative Biologists**  
Kristine A. Pattin, Anna C. Greene, James A. Foster, Jason Moore

**Uncovering the Etiology of Autism Spectrum Disorders: Genomics, Bioinformatics, Environment, Data Collection and Exploration, and Future Possibilities**  
Sarah A. Pendergrass & Scott Selleck
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We look forward to a great meeting once again.

Aloha!

Pacific Symposium on Biocomputing Co-Chairs,
October 14, 2013

Russ B. Altman  
Departments of Bioengineering, Genetics & Medicine, Stanford University

A. Keith Dunker  
Department of Biochemistry and Molecular Biology, Indiana University School of Medicine

Lawrence Hunter  
Department of Pharmacology, University of Colorado Health Sciences Center

Teri E. Klein  
Department of Genetics, Stanford University

Marylyn D. Ritchie  
Department of Biochemistry and Molecular Biology, Pennsylvania State University
Thanks to the reviewers…

Finally, we wish to thank the scores of reviewers. PSB aims for every paper in this volume be reviewed by three independent referees. Since there is a large volume of submitted papers, paper reviews require a great deal of work from many people. We are grateful to all of you listed below and to anyone whose name we may have accidentally omitted or who wished to remain anonymous.

Zaky Adam  
Pankag Agarwal  
Uri David Akavia  
Gary Bader  
Joel Bader  
Amol Bhalla  
Ziv Bar-Joseph  
Alexis Battle  
Gurkan Bebek  
Gill Bejeroano  
Riccardo Bellazzi  
Stephen Benz  
Andreas Beyer  
Sourav Bhattacharjee  
Inanc Birol  
Josh Bittker  
Sébastien Boisvert  
Karsten Borgwardt  
Andrew Brown  
Søren Brunak  
Atul Butte  
Colin Campbell  
Elia Chaibub Neto  
Sreenivas Chavali  
Keira Cheetham  
Bin Chen  
Su-Shing Chen  
Jie Cheng  
John Cleary  
Greg Cooper  
eivind Coward  
Francisco De La Vega  
Jeroen De Ridder  
Emek Demir  
Josh Denny  
Jen Doherty  
Frank Dudbridge  
Sean Ekins  
Kyle Ellrott  
Barbara Engelhardt  
Elana Fertig  
Iddo Freidberg  
Johannes Freundenberg  
Brooke Fridley  
Nicolo Fusi  
Daniel Gaffney  
Julien Gagneur  
Eugenia Giannopoulou  
Jesse Gillis  
Anna Goldenberg  
Graciela Gonzalez  
Assaf Gottlieb  
Jonathan Goya  
Gregory Grant  
Casey Greene  
Yuanfang Guan  
Rachael Hageman  
David Haussler  
Xin He  
Wenlian Hsu  
Jing Hu  
Ting Hu  
Jun Huan  
Hailiang Huang  
Heng Huang  
Curtis Huttenhower  
Janina Jeff  
Shuwen Ji  
Antonio Jimeno  
Vladimir Jojic  
Siddharta Jonnalagada  
Kenneth Jung  
Irene Kaplowska  
Theofanis Karaltsos  
Ritu Khare  
Robert Kincaid  
Smita Krishnaswamy  
Semyon Kruglyak  
Rui Kuang  
Natsuhiko Kumasaka  
David Kuo  
Christian Lang  
Robert Leaman  
Hayan Lee  
Kjong Lehmann  
Paea LePendu  
Christina Leslie  
Haiquan Li  
Hua Li  
Jason Li  
Jiao Li  
Wenyuan Li  
Yen Yi Lin  
Christoph Lippert  
Chunyu Liu  
Haiguang Liu  
Yi Liu  
Xinghua Lou  
Zhiyong Lu  
Yves Lussier  
Florian Markowetz  
Brett McKinney  
Michael Menden  
Jill Mesirov  
Sara Mostafavi  
Sayan Mukherjee  
Chad Myers  
Dvir Netanely  
William Stafford  
Noble  
Chris O’Donnell  
Hatice Osmanbeyoglu  
Princy Parsana  
Leopold Pals  
Bart Pelika  
Bryana Percha  
Fernando Perez-Cruz  
Jason Piper  
Feng Qi  
Francis Quetier  
Barbara Rakitsch  
Huzea Rangwala  
Ben Raphael  
Gunnar Ratsch  
Ben Readhead  
Mireille Regnier  
Juri Reimand  
Susanna Repo  
Anna Ritz  
Luis Rocha  
Sushmita Roy  
Julio Saenz-Rodriguez  
S. Cenk Sahinalp  
Matthew Scotch  
Jun Sese  
Ron Shamir  
Artem Sokolov  
Joe Song  
Srigavanesh Srihari  
Oliver Stegle  
Josh Stuart  
S. Joshua Swamidass  
Tasnia Tahsin  
Haixu Tang  
Nick Tatonetti  
Lisa Tucker-Kellogg  
Tamir Tuller  
Igor Ulitsky  
Ryan Urbanowicz  
Vlad Uzunangelov  
Alfonso Valencia  
Charles Vaske  
Shankar Vembhu  
Karin Verspoor  
Bjarni Vilhjalmsson  
Tommas Vinar  
Julia Vogt  
Kavishwar  
Wagholikar  
Peter Waltman  
Fei Wang  
Chih-Hsuan Wei  
John Witte  
Chris Wong  
Jinbo Xu  
Julie Yang  
Jieping Ye  
Lana Yeganova  
Xiaoqing You  
Habil Zare  
Jasmine Zhou  
Jian Zhou
Precision medicine promises to transform cancer treatment in the next decade through the use of high-throughput sequencing and other technologies to identify telltale molecular aberrations that reveal therapeutic vulnerabilities of each patient’s tumor [1]. This session will address the "panomics" of cancer – the complex combination of patient-specific characteristics that drive the development of each person’s tumor and response to therapy [2]. The realization of this vision will require novel infrastructure and computational methods to integrate large-scale data effectively and query it in real-time for therapy and/or clinical trial selection for each patient.

The session will explore the computational needs to enable precision oncology from both the academic, industrial, and healthcare viewpoints. New methods and infrastructure to integrate multiple "omics" datasets (e.g., proteome, genome, exome, transcriptome), as well as existing clinical data types to enable precision medicine (e.g., medical literature, electronic medical records, clinical trial data, histopathology) will be discussed. The session is particularly interested in discussing pathway disruption analysis by combining data from different "omics" sources in single patients; joint analysis of "omics" data, literature, clinical trial data, and medical records; data structures & systems to enable big-data integrative analysis in patients. A summary of the accepted papers in this volume is below.

One of the most successful bioinformatics applications to cancer diagnosis and prognosis has been the identification and development of biomarkers that can distinguish disease subtypes, predict mutation status, or predict outcomes or treatment responses. However, the field is still in need of strategies that develop robust signatures as current methodologies often fail to translate
across studies and platforms (e.g., microarray- to RNA-Sequencing-based signatures). Two methods for novel biomarker discovery will be presented including an integrative approach by Min et al. as well as a method by Morgan et al. that combines multiple expression studies to identify more reliable robust gene expression-based signatures. In addition to the biomarker studies, machine-learning models for predicting the sensitivity of a cell to a drug based on its omics profile will be discussed including a comparison of methods in a comprehensive cell line panel by Jang et al., the description of a new ensemble-based methods called Stream described by Chaibub Neto et al., and an integrative method introduced by Mayba et al.

Interpreting the role of specific mutations in somatic cells is a fundamental problem in the individualized treatment of cancer. Identifying driver from passenger events and the assessment of the gain- or loss-of-function of specific proteins may offer important clues for drug targeting. Two papers investigate omics-derived statistical patterns to assess the functional role of somatic variants including connecting such events to the germline by Hu et al. and one that leverages protein-protein interactions to identify possibly important driving events by Badea et al. A new method for assembling haplotypes that is key for the interpretation of the combined influence of multiple variant alleles on the cancer phenotype is described in Aquilar et al.

Finally, to maximize the benefit of the cancer panomics endeavor, findings in the n=1 setting must be distributed in a way to empower the next n=1 analysis. Approaches that can interlink the findings of patients, doctors, trials, and researchers in one system would enable a new era of integrative approaches. Gitter et al. in this session describe one such strategy for approximating the influence of genetic pathways in disease.

Cancer panomics as applied to the individual patient is an emerging area driven by the lowering in cost of sequencing a patient's tumor and germline tissues. There is every expectation that the costs will continue their downward spiral once the competitive landscape of the industry and the maturity of 3rd or 4th generation sequencing technologies improve. In the very near future it will be feasible to sequence the complete cancer tumor genome and transcriptome as a routine procedure rather than just a targeted set of genes. The result of all this sequencing will mean that the bottleneck for the treatment of patients will transition from data production to the computational analysis of these massive information troves. Thus, it is critical to continue the discussion of novel bioinformatics ideas and strategies to empower the development of new cancer panomics approaches in the near future.
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The growing availability of inexpensive high-throughput sequence data is enabling researchers to sequence tumor populations within a single individual at high coverage. But, cancer genome sequence evolution and mutational phenomena like driver mutations and gene fusions are difficult to investigate without first reconstructing tumor haplotype sequences. Haplotype assembly of single individual tumor populations is an exceedingly difficult task complicated by tumor haplotype heterogeneity, tumor or normal cell sequence contamination, polyploidy, and complex patterns of variation. While computational and experimental haplotype phasing of diploid genomes has seen much progress in recent years, haplotype assembly in cancer genomes remains uncharted territory.

In this work, we describe HapCompass-Tumor a computational modeling and algorithmic framework for haplotype assembly of copy number variable cancer genomes containing haplotypes at different frequencies and complex variation. We extend our polyploid haplotype assembly model and present novel algorithms for (1) complex variations, including copy number changes, as varying numbers of disjoint paths in an associated graph, (2) variable haplotype frequencies and contamination, and (3) computation of tumor haplotypes using simple cycles of the compass graph which constrain the space of haplotype assembly solutions. The model and algorithm are implemented in the software package HapCompass-Tumor which is available for download from http://www.brown.edu/Research/Istrail_Lab/.

Keywords: haplotype assembly; haplotype phasing; tumor haplotypes.

1. Introduction

Cancer is the worldwide leading cause of death and the second leading cause of death in the United States. Despite the tremendous amount of effort and resources spent on cancer research, our knowledge of the disease pathology is limited and the outlooks for certain types of cancer are usually dire. The commercialization of high-throughput sequencing platforms in the last decade has accelerated the growth of cancer genomics research dramatically. Since the first whole genome tumor sample was sequenced in 2008,1 there have been hundreds of studies on numerous cancer types.2–5 One of the fundamental computational challenges common to many of these studies is to separate the true driver mutation signal from the biological noise (e.g. passenger mutations) and experimental noise (e.g. sequencing errors). While it is possible to map sequence reads from tumor samples to a reference genome and call genomic variants, it is exceedingly difficult to determine the parental chromosome of origin for each variant allele – that is, the variant’s phase. But, the chromosomal sequence of alleles, or haplotype, is important for elucidating genomic events critical to the understanding of cancer like gene fusions or driver mutations.

A theory for carcinogenesis formulated by Knudson in 1971 demonstrates the importance
of haplotype phase in cancer. In the two-hit hypothesis, Knudson suggested that in order to cause cancer, at least two “hits” have to take place. The first “hit” is usually an inherited mutation, and the second “hit” is a somatic mutation in the same gene or a different gene in the same pathway occurring later in life and out of phase with the first mutation. Having the ability to reconstruct tumor haplotypes would enable the discovery of such compound heterozygous relationships between variants and enhance our ability to identify driver mutations.

The computational problem of haplotype assembly aims to compute the sequence of co-inherited variant alleles for each chromosome given a set of aligned sequence reads and variants. Haplotype assembly of diploid genomes has been addressed by many researchers and several haplotype assembly algorithms for diploid genomes are available for use. However, the methodologies for diploid haplotype assembly are unable to model polyploid genomes or complex copy number aberrations (CNA). Recently, we developed HapCompass-Polyploidy, the first modeling and algorithm for haplotype assembly in genomes with more than two sets of homologous chromosomes (polyploidy). The HapCompass-Polyploidy algorithm assembles pairs of variants in polyploid genomes and then produces a haplotype assembly consistent with the pairwise variant phasings.

Cancer genomes have many similarities with polyploid genomes but present additional complexities that current methodologies do not model. Sequencing reads sampled from cancer patients exhibit a mixture of normal diploid cells and heavily rearranged, aneuploid cells. This introduces two major complexities into the haplotype assembly model: (1) heavily rearranged or translocated chromosomes will exhibit changes in copy number and (2) the heterogeneous nature of tumor samples requires reconstruction of more than two haplotypes each with a sample frequency which biases sequence read coverage.

Before these complexities can be modeled, the spectrum of variation must be inferred. While early cancer research was focused on small variants such as single nucleotide variants (SNV) and indels in a single gene or a small set of genes, advances in technology have enabled us to study large structural variants such as CNAs and large chromosomal rearrangements in tumor genomes. Several recent studies on multiple tumor genomes have found the important role of these large structural variants in tumor development. In general, detection of cancer variation with sequencing data involves detecting those variants that are supported in the tumor genome but not found in the normal genome. The algorithms can be largely divided into three categories determined by the variant type they are trying to detect, i.e. small variants (SNVs and indels), CNAs and complex structural variants (translocations, duplications, and inversions).

Strelka jointly models the normal sample as a mixture of germline variation with noise, and the tumor sample as a mixture of the normal sample with somatic mutations, in a Bayesian framework. VarScan 2 also uses the sequence reads from tumor and normal cells simultaneously, but uses a one tailed Fisher’s exact test to determine whether the variants are somatic, normal, or loss of heterozygosity. Control-FREEC not only uses the coverage information but also the read count frequencies to estimate CNAs in tumor samples. Control-FREEC also normalizes the tumor read depths by GC content and mappability and hence a normal genome is not required, although it could also be used for normalization.
Detection of large structural variations is often made possible by exploiting the properties of paired-end sequence reads. For example, the insert sizes of reads that are mapped to both sides of a large deletion would appear to have much larger insert sizes than the rest of the population. CREST first looks for a cluster of soft-clipped reads that exhibit evidence of a break point for a structural variant, and then locates the other break point by scanning the location neighboring the paired read. However, the accuracy of these methods can be seriously affected when there is contamination in the samples. Cibulskis et al developed a Bayesian model to estimate the level of cross-individual contamination in each sample. Contamination may also exist within an individual; tumor tissue can be contaminated with normal DNA and vice versa. Both incorrect variant calling as well as sequence contamination represent sources of complexity and errors for haplotype assembly.

In this work, we leverage the existing literature and tools for cancer genome variant inference and build on the polyploid HapCompass model to construct the first methodology for cancer genome haplotype assembly. In Section 2 we provide the necessary details of the HapCompass polyploid model and extensions for cancer genome haplotype assembly. The modeling section is followed by Section 3 which describes the HapCompass-Tumor algorithm and Section 4 which evaluates the implementation of the algorithm on cancer genome data. Finally, Sections 5 and 6 present a discussion of alternative models of cancer genome haplotype assembly, limitations and extensions to our model, future work, and conclusions.

2. Modeling

Let \( k \) be an integer representing the number of unique tumor haplotypes in a sample of tumor tissue. Because the tumor is actively evolving, this \( k \) may vary for independent samples of the same tumor. We assume that each sequence read is sampled from a single haploid fragment generated from one of the \( k \) haplotypes; this property enables the building of haplotype phase relationships between alleles in sequence reads that contain two or more heterozygous variants (homozygous variants do not provide phase information for assembly). The phase-informative sequence reads and variants are modeled with two graph structures termed the compass graph, \( G_C \), and chain graph, \( G_h \). These data structures are described in Aguiar et al. 2013 but their definitions are repeated here in order to present the novel aspects of the model for tumor genomes.

The compass graph \( G_C(V_C, E_C) \) has \( v \in V_C \) for each variant and \((v_i, v_j) \in E_C \) if variants \( v_i \) and \( v_j \) are contained within a sequence read. Edges \((v_i, v_j)\) are annotated with the most likely haplotype phasing between variants \( v_i \) and \( v_j \) given the set of reads that contain both \( v_i \) and \( v_j \) (Figure 1).
2.1. Phasing edges of $G_C$

Given the probability of sequencing error, $s_e$ and a set of reads overlapping the two variants, $r_1, ..., r_n$, the likelihood of a particular phasing, $p_p$ from the set of all phasings between the two variants $P$ can be computed as in Equation 1. Edges of $G_C$ are phased by choosing the $p_p$ that maximizes this likelihood.

$$L(p_p|s_e, r_1, r_2, ..., r_n) = \frac{P(r_1|s_e, p_p) \cdot \cdots \cdot P(r_n|s_e, p_p)}{\sum_{i=1}^{[P]} P(r_1, r_2, ..., r_n|s_e, p_i)}$$

Equation 1 models haplotypes that are in equal proportion which may not be true for heterogeneous tumor samples. Thus the likelihood must be modified to accommodate the different frequencies of haplotypes. Consider the normal haplotype contamination that is often present in tumor sequence samples. Contamination may be modeled by jointly assembling the $k$ tumor haplotypes with two low frequency normal haplotypes. Therefore, the probability of a haplotype $h$ with frequency $f_h$ in the phased haplotypes of a pair of variants can be expressed as $p(h|s_e, p) = \sum_{h \in p} f_h F(s_e, p, h)$ where $F$ is a function that takes the sequencing error probability $s_e$, the set of all haplotypes for the two variant phasing $p$ and the particular haplotype $h$ and computes the probability of generating a read containing haplotype $h$.

For example, assume the three haplotypes 00, 00, and 11 exist between two variants and one of the 00 haplotypes was considered contamination at frequency 10%. If the other two haplotypes were in equal proportions, then

$$P(00|s_e, \{00, 00, 11\}) F(s_e, \{00, 00, 11\}, 00) = (1 - s_e)^2 \cdot 0.1 + (1 - s_e)^2 \cdot 0.45 + (s_e)^2 \cdot 0.45$$

The number of unique phasings of an edge depends on the number of unique tumor haplotypes $k$ and the allele content of the variant pair. Let the number of 1 alleles for variants $v_i$ and $v_j$ be $l(v_i)$ and $l(v_j)$ respectively. Then, the number of phasings of an edge is upper bounded by $\min(\binom{k}{l(v_i)}, \binom{k}{l(v_j)})$. This is a bound and not equality because some phasings may be repeated in this enumeration.

2.2. Chain graph

Haplotypic phasings of the edges of $G_C$ can be extended to paths. Because two adjacent edges share a variant, haplotypes with the same allele can be merged on the shared vertex. If two paths in $G_C$ of length $i$ and $j$ vertices are merged, the new phasing will have $i + j - 1$ variants.

For paths or trees in $G_C$, there is exactly (at least) one consistent haplotype phasing, with respect to the edge phasings along the path or tree, for genomes with $k = 2$ ($k > 2$). In contrast, simple cycles in $G_C$ may be either conflicting or non-conflicting depending on how many phasings are consistent with the cycle. A conflicting cycle does not have a consistent phasing while a non-conflicting cycle has at least one. The chain graph $G_h$ is constructed for each simple cycle to determine its conflicting state.

The chain graph $G_h(V_h, E_h)$ is constructed for a path or simple cycle $c = (v_1, v_2), ..., (v_{s-1}, v_s), (v_s, v_1))$ in the compass graph $G_C$. We introduce $k$ haplotype vertices corresponding to the phasing for each edge $(v_i, v_j)$ in the path or cycle. Vertices in $G_h$ created
from adjacent edges of \( G_C \) share a variant; edges connect vertices in \( G_h \) if they share a variant and allele. Then, source nodes \( s_1, \ldots, s_k \) are arbitrarily assigned to vertices at level 1 and sink nodes \( t_1, \ldots, t_k \) are assigned to vertices at level \( s \) if the level \( s \) vertex shares an allele with the level 1 vertex. Vertices are annotated with \( t_i \) if there exists at least one \( s_i \) to \( t_i \) path which is computed by a depth first from each source. \( G_h \) can be described as a trellis graph in which the vertices can be divided into levels; each level in this case corresponds to an edge of \( G_C \). Trellis graphs have a wide range of applications including communication network topology and survivability, encryption, encoding and decoding, and are a central data structure in Markov models.

### 2.3. Disjoint \( s_i t_i \) paths in the trellis graph \( G_h \)

We now present new results on the theoretical properties of this graph and extensions to phasing the entire compass graph. A valid phasing of a path of compass graph edges \( e_1, 2, \ldots, e_{s-1}, s \) is defined as \( k \) vertex-disjoint paths from level 1 to level \( s \) in the corresponding \( G_h \). A valid phasing of a cycle of compass graph edges \( e_1, 2, \ldots, e_{s}, s, 1 \) is defined as \( k \) vertex-disjoint paths from each source \( s_i \) to its corresponding sink \( t_i \) in the corresponding \( G_h \). There always exists at least one phasing for paths of \( G_C \) by definition of \( G_h \); cycles may not exhibit a valid phasing (Lemma 2.1).

**Lemma 2.1.** There exists at least one valid phasing of \( k \) haplotypes for a cycle \( c \) if and only if there exists a valid matching between sink node annotation and chain graph nodes at each level of \( G_c \).

**Proof.** If: Adjacent edges share a variant and thus the number of \( x \) alleles at level \( i \) must equal the number of \( x \) alleles at level \( i + 1 \) where \( x \) is any allele of the shared variant. If there is a matching at level \( i \) and \( i + 1 \), then there must exist an edge between valid haplotype phase nodes because they share a common allele (adjacent levels). One can extend a valid haplotype phasing path from level \( i \) to \( i + 1 \) using the edge generated by the shared allele. Only-if: Assume one level does not have a valid matching; then, either (1) at least two haplotypes share a phased haplotype node or (2) at least one phased haplotype node contain no sink node annotation. Case (1): multiple haplotype paths must share a phased haplotype node which breaks the vertex disjointness condition. Case (2): each level has exactly \( k \) nodes each of which must be taken once. If one or more phased haplotype nodes contain no sink annotation, then at least one phased haplotype node must be shared by 2 or more haplotype paths which breaks vertex disjointness.

We will use this property of \( G_h \) later in the computation of the tumor haplotype phasing.

### 2.4. Copy number aberrations and translocations in \( G_h \)

The chain graph and disjoint paths framework accommodates modeling the types of variation typical of tumor genomes (Figure 2). CNAs insert or remove large genomic regions. Genomic deletions are modeled as an edge connecting the variants flanking the deletion breakpoint. In this case, the model still expects the computation of \( k \) disjoint paths spanning the deletion.
Large insertions of genetic material can be modeled as the addition of a temporary path in between or potentially overlapping vertices of $G_h$. The number of disjoint paths in this case changes to $k + 1$. Translocations may be modeled in $G_h$ by combining deletions and insertions.

**Fig. 2.** Deletions and insertions are modeled with disjoint paths. The green edge models a deletion which effectively removes the deleted variants in the chain graph. The blue node insertion adds an extra path in $G_h$.

### 2.5. Disjoint subgraphs in the general chain graph

The general chain graph $G_g$ is our final graph structure for representing the overall phasing of tumor genomes. Because there may be many matchings at each level of $G_h$, haplotype assembly of non-conflicting cycles in $G_C$ will yield a set of potential phasings. The haplotype phasings of $G_h$ constrain the haplotype assembly to include one of the $k$ disjoint path solutions.

$G_g$ is built from the conflict-free spanning tree cycle basis of $G_C$. The vertices of $G_g$ are constructed in a similar manner as $G_h$; each edge $(v_i, v_j)$ of $G_C$ generates a vertex for each haplotype in the phasing of $(v_i, v_j)$. Each $G_h$ constructed from a non-conflicting cycle of $G_C$ defines a set of edge adjacencies; these adjacencies are represented in $G_g$. Therefore, if two edges are adjacent in a $G_h$, then they are also adjacent in $G_g$. Because of Lemma 2.1, we can determine the number of disjoint path solutions passing through adjacent levels $i$ and $j$ by simply computing the valid extensions of matchings from level $i$ to $j$. We assume each of the $l$ valid extensions of the sets of matchings at adjacent levels $e_i$ and $e_j$ are equally likely. Then, the weight of a particular extension $\frac{w(e_i)w(e_j)}{l}$ where $w(e_i)$ is the score or likelihood of edge $e_i$, is added to the edges of $G_h$ (and $G_g$).

However unlike $G_h$, $G_g$ is not necessarily a trellis graph if the cycles in the basis do not agree on the ordering of edge adjacencies (Figure 3). If $G_g$ were a tree, finding a phasing could be modeled as packing disjoint Steiner trees or disjoint spanning trees. Instead, we model the computation of the tumor haplotype assembly as the $k$-maximum weight node-disjoint spanning tree problem. That is, we compute a set of $k$ node-disjoint (within levels) spanning trees in $G_g$ whose total weight is maximum over all $k$ node-disjoint spanning trees and includes every vertex in $G_g$.

### 3. HapCompass-Tumor Algorithm

HapCompass-Tumor optimizes the minimum weighted edge removal (MWER) problem. MWER aims to compute a set of edges $L$ of minimum weight, whose removal resolves all conflicting cycles of $G_C$. After all conflicting cycles have been removed, each non-conflicting cycle’s $G_h$ is added to $G_g$. $G_g$ represents the constrained solution space by incorporating the
Fig. 3. (Left) An example tumor genome $G_C$ with three non-conflicting cycles. Dashed lines represent edges not in the spanning tree of $G_C$. The inclusion of each non-tree edge creates a cycle in the cycle basis of $G_C$. The two inner cycles $((v_0, v_1), (v_1, v_3), (v_3, v_0))$ and $((v_0, v_2), (v_2, v_3), (v_3, v_0))$ create the red-edge adjacencies in $G_g$ (right). Computing the haplotype assembly of a tree $(G_g$ with just the red edges) is simple. However, if the blue non-tree edge is added, the edge adjacency $((v_0, v_1), (v_0, v_2))$ is included in $G_g$ creating a cycle.

valid haplotype assemblies on subsets of variants computed from each non-conflicting $G_h$ (Algorithm 1).

![Diagram](image.png)

**Algorithm 1: HapCompass-Tumor**

The final step involves computing $k$ spanning trees in $G_g$ which are node disjoint in respect to haplotype level vertices. Adjacencies between levels in $G_g$ correspond to matchings between the haplotype nodes (Figure 4 right). So, HapCompass-Tumor computes $k$ disjoint spanning trees corresponding to the $k$ tumor haplotypes. We have implemented two algo-
algorithms inspired by Kruskal’s and Prim’s algorithms for computing maximum spanning trees. The principle difference between the two algorithms in the context of HapCompass is the Kruskal-like algorithm focuses on constructing disjoint trees by including strong phasings on the same haplotype (edges of $G_g$) while the Prim-like algorithm phases all haplotypes between two levels at a time (vertices of $G_g$).

We illustrate the modeling and algorithm with a series of examples. Let the compass graph $G_C$ of a tumor sample with three unique haplotypes be shown in Figure 1. Then, if $(v_0, v_3)$, $(v_2, v_1)$, and $(v_3, v_2)$ are the non-tree edges of $G_C$, the chain graphs in Figure 4 (left) are constructed. Figure 4 (right) shows the $G_g$ updated after the disjoint paths and weights of edges in $G_h$ are computed and distributed to $G_g$.

4. Results

We implemented HapCompass-Tumor and evaluated its performance on simulated tumor haplotypes. In these experiments we use insert size as a proxy for the computed haplotype length. It has been shown that the dominant factor in producing long haplotype assemblies is the
length between the read pairs.\textsuperscript{13,21} Briefly, if the length between two variants is $x$ and the insert size is $y$, then a sequence read can never span the two variants if $x > y$.

4.1. Dependence on insert size and error rates

Using the sequence for the \textit{BRCA1} breast cancer susceptibility gene, we simulated three hyper variable tumor haplotypes. Distance between variants were distributed normally $\sim N(500, 50)$. The following procedure was repeated 250 times for each data point in Figure 5. Given the set of variants which remained fixed for each experiment, a random phasing is computed that is consistent with the allele distributions. We then sampled 10000 phase-informative simulated reads from the true haplotypes and computed the average edit distance between assembled and true haplotypes. We compared the distance of haplotype assemblies for the randomly generated triploid \textit{BRCA1} genes while varying sequence read insert size, standard deviation of insert size, and single base substitution error rate.

Figure 5 (left) demonstrates several interesting trends. First, as the insert size is increased the haplotype assemblies become more accurate. Second, the more variable the insert length, the more accurate the haplotype assembly. A hyper variable insert length appears to have a similar effect as increasing the insert size. These findings confirm patterns observed in conventional diploid haplotype assembly. Finally, while the error rate does affect haplotype assembly accuracy, as long as the error rate is less than 0.2\%, the haplotype assemblies are similar in quality. This phenomenon is likely caused by the constant coverage coupled with uncertainty in phasing the edges of $G_C$. When the coverage is fixed and the insert sizes are short, haplotype assemblies are smaller but more accurate. Conversely, when error rates reach a threshold where edge phasings are no longer accurately called, the haplotype assembly quality suffers.

4.2. Cancer genome heterogeneity

We also compared the accuracy of haplotype assembly in terms of tumor genome heterogeneity (Figure 5 right). Sequencing parameters were fixed to produce insert sizes between 500 and 2500, short insert size standard deviations, 10000 sequence reads, and no errors. Each data point contains the average of 250 haplotype assembly edit distances. The more unique tumor haplotypes in the sample the less accurate the solution. The increasing edit distance with 5 unique haplotypes between insert sizes 2000 and 2500 is likely an effect of the rising uncertainty of edge phasings when coverage is kept fixed and more edges are being generated in $G_C$.

4.3. NA12878

We simulated paired tumor sequence reads and their mappings with Enhanced Artificial Genome Engine (EAGLE) developed by Illumina Cambridge Ltd (personal communications). The sequencing parameters were set to model paired-end Illumina data with 101\textsubscript{bp} read lengths and a mixture of long (length=$N(60000, 141^2)$) and short (empirical distribution from $2 \times 101$ runs, with median size $\sim 300\text{bp}$) fragment sizes. The variants simulated include SNV and indels called in NA12878 by the Genome in a Bottle Consortium\textsuperscript{22} and the HCC1187 tumor sample.
We evaluated HapCompass-Tumor on all autosomes of the EAGLE simulated data and longer reads simulated using HapCompass. The reads simulated from HapCompass include medium (200bp) and long (2000bp) read lengths with error rates of 2% and 5% respectively to model the higher error rates associated with long-read high-throughput sequence technologies. We used the number of allele bit flips required to map the sequence reads to the assembled haplotypes as the evaluation metric. Table 1 shows the results for HapCompass-Tumor using the Kruskal-like and Prim-like algorithms for resolving $G_g$. Additionally, we implemented a scoring scheme that scores pairs of vertices with more diversity in haplotype sequence higher (termed Diverse in Table 1). This scheme is designed to limit uninformative pairs of vertices in the spanning tree of the compass graph $G_C$.

Table 1 demonstrates that the accuracy of the haplotype assembly depends minimally on the selection of algorithm when using Illumina-like sequencing parameters. However, as the read length increases, the Kruskal-like algorithm becomes favorable.

5. Discussion

Opportunities exist to extend HapCompass-Tumor to address some of the limitations in the current model. First, HapCompass-Tumor only computes a single solution when the compass graph model allows computation of suboptimal solutions. Phase extension in $G_g$ is deterministic but many highly probable suboptimal solutions may exist. As long as the number of
Table 1. The proportion of incorrectly mapped alleles (error) by $G_g$ resolution algorithm. Sequence data was simulated for 1000 Genomes Project individual NA12878 using EAGLE to simulate Illumina reads and HapCompass to simulate reads with medium (200bp, 2% error rate) and long (2000bp, 5% error rate) read lengths.

<table>
<thead>
<tr>
<th>$G_g$ resolution</th>
<th>error (autosomes, EAGLE)</th>
<th>error (chr20, 200bp)</th>
<th>error (chr20, 2000bp)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kruskal</td>
<td>0.002658</td>
<td>0.02079</td>
<td>0.04626</td>
</tr>
<tr>
<td>Kruskal Diverse</td>
<td>0.002659</td>
<td>0.02071</td>
<td>0.04679</td>
</tr>
<tr>
<td>Prim</td>
<td>0.002659</td>
<td>0.02789</td>
<td>0.05639</td>
</tr>
<tr>
<td>Prim Diverse</td>
<td>0.002659</td>
<td>0.02631</td>
<td>0.05867</td>
</tr>
</tbody>
</table>

Alternative disjoint paths is bounded by a low degree polynomial, we can carry these partial solutions to the assembly step and report multiple haplotype assemblies.

Second, incorporating a priori knowledge of haplotype distributions from population samples or long read lengths would improve the assembly. For example, we assumed each valid haplotype phasing for a cycle in $G_C$ is equally likely. However, this assumption can be easily modified to accommodate known haplotype likelihoods in the area (e.g. linkage disequilibrium). Consider a collection of valid disjoint paths for a cycle in $G_C$; if the probability of both phasings is 1 and the edge extension has $i$ distinct matchings, then each matching is given a weight $\frac{1}{i}$. If, however, one of the haplotypes in an extension is never observed in the population, HapCompass-Tumor could penalize the extension.

A related application of HapCompass-Tumor is in cancer panomics. Much attention in cancer research has been focused on allelic specific expression (ASE). Studies have shown that germline ASE is associated with cancer risk$^{24,25}$ and somatic ASE is associated with tumor development.$^{26}$ ASE in cancer was found not only correlated with CNAs,$^{26}$ but also with allelic specific methylation (ASM).$^{27}$ Existing algorithms for detecting ASE with RNA-seq and detecting ASM with Bisulfite-Seq do not usually make use of phased genotype information.$^{26,28}$ We therefore propose using the phased haplotypes from whole genome sequencing of tumor samples as a reference for RNA-seq and Bisulfite-seq alignment when such data is available.

Finally, the viral quasispecies reconstruction (VQR) problem aims to compute the spectrum of viral quasispecies haplotypes from the sequence reads of a heterogeneous viral sample. The problems of haplotype assembly and VQR are similar but the research literature is largely independent due to the inability of haplotype assembly algorithms to model more than two sets of homologous haplotypes. However, it is possible to model VQR with HapCompass-Tumor by leaving the number of haplotypes in the sample ($k$) as an unknown parameter. Two possible approaches include inferring the number of quasispecies a priori and then performing haplotype assembly with $k$ unique haplotypes or computing assemblies for a number of different $k$ and comparing the quasispecies solutions. But, using a general haplotype assembly tool for VQR does not take advantage of two critical properties of most viral genomes: (1) knowledge of the phylogenetic relationships between mutations is known for well-studied viral genomes especially those under selective pressures from treatment and (2) the genomes are many orders of magnitude smaller than eukaryotes.
6. Conclusions

In this work, we developed algorithms and models for tumor genome assembly building on our existing haplotype assembly framework HapCompass. We demonstrated how to model tumor haplotype heterogeneity and haplotypes containing CNAs and translocations. The HapCompass-Tumor algorithm was presented using the combined evidence of cycles in $G_C$ and disjoint paths in $G_h$ to inform which haplotype assemblies in $G_g$ are probable. Finally, we evaluated the HapCompass-Tumor algorithm on simulated cancer data showing that, while the accuracy is a function of many parameters including the level of cancer genome heterogeneity, we are still able to produce accurate haplotype assemblies. HapCompass-Tumor is available for download from http://www.brown.edu/Research/Istrail_Lab/.
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We present a joint analysis method for mutation and gene expression data employing information about proteins that are highly interconnected at the level of protein to protein (pp) interactions, which we apply to the TCGA Acute Myeloid Leukemia (AML) dataset. Given the low incidence of most mutations in virtually all cancer types, as well as the significant inter-patient heterogeneity of the mutation landscape, determining the true causal mutations in each individual patient remains one of the most important challenges for personalized cancer diagnostics and therapy. More automated methods are needed for determining these “driver” mutations in each individual patient. For this purpose, we are exploiting two types of contextual information: (1) the pp interactions of the mutated genes, as well as (2) their potential correlations with gene expression clusters. The use of pp interactions is based on our surprising finding that most AML mutations tend to affect nontrivial protein to protein interaction cliques.

1. Introduction and motivation

Although various aspects of the cancer genome, such as gene expression, mutations, DNA copy number changes, or DNA methylation profiles have been studied (mostly) in isolation for more than a decade, their multi-modal, combined analysis has only recently been possible due to large scale projects such as The Cancer Genome Atlas (TCGA), as well as to the dwindling costs of high-throughput sequencing.

Landmark studies of the TCGA have for the first time revealed the genomic changes and their consequences in several cancer types, such as glioblastoma [1,2,3], ovarian [4], breast [5], squamous cell lung cancer [6], colorectal cancer [7] and acute myeloid leukemia [8].

Most of these and other integrated studies of the cancer genome use state of the art methods for analyzing the separate data types (such as gene expression, mutation, DNA copy number changes and DNA methylation profiles), and then try to correlate the separate findings into a global integrated picture of the cancer genome (for example by searching for mutation enrichment in consensus gene expression clusters, or by comparing miRNA clusters with expression clusters [8]).

Despite numerous attempts at a joint analysis of the various data types (as opposed to separate analyses), currently there is no universally accepted approach available.

† Work partially supported by grant PN-II-ID-PCE-2011-3-0198.
In this paper, we present a joint analysis method for mutation and gene expression data that employs information about proteins that are highly interconnected at the level of protein to protein (pp) interactions, which we apply to the Acute Myeloid Leukemia (AML) dataset obtained by TCGA [8].

Given the low incidence of most mutations in virtually all cancer types, as well as the significant inter-patient heterogeneity of the mutation landscape, determining the true causal mutations in each individual patient remains one of the most important challenges for personalized cancer diagnostics and therapy [18].

For example, since in AML only 3 genes have been found mutated with a frequency above 10% (FLT3, NPM1, and DNMT3A), the state of the art AML study of the TCGA group [8] has used the known gene annotations to determine the genes relevant for pathogenesis (based on a few categories deemed biologically significant by human investigators).

Still, annotations are imperfect and many genes have surprisingly heterogeneous functions. Moreover, annotations reveal nothing about gene interactions (except maybe pathway annotations, which are currently hopelessly incomplete). For example, the NPM1 gene is placed by the TCGA study in a category of its own, solely based on its high mutation rate in AML.

More automated methods are therefore needed for determining the mutations that have caused the disease in each individual patient, the so called “driver” mutations. For this purpose, we are trying to exploit two types of contextual information:

1. the protein-to-protein (pp) interactions of the mutated genes in question, as well as
2. their potential correlations with gene expression clusters.

These two types of contextual information are used in a synergistic manner.

The use of pp interactions is based on our surprising finding that most AML mutations tend to affect complete pp interaction cliques. More precisely, the protein-to-protein interaction network between AML mutated genes contains a large number of nontrivial maximal cliques (of size \( \geq 3 \)).

This is highly surprising given the very low number of somatic mutations in AML, much lower than in all other solid cancers analyzed to date [8]. The fact that mutations tend to affect cliques in the pp interaction network suggests the disruption of biological processes or protein complexes involving the corresponding protein cliques. It is as if such biological processes or complexes can be perturbed by mutations in any of their components. This is important since only very few mutations in AML (or other cancer types for that matter) have an incidence larger than 10%. Grouping mutations based on their pp interactions thereby enhances the statistical power of detecting correlations between mutations (the causal factors) and their transcriptional consequences, such as gene expression subtypes of the disease.

* The nontrivial complete maximal cliques of mutated genes have an average size of \(~3\).
2. Data and preprocessing

2.1. The TCGA AML dataset

The TCGA Acute Myeloid Leukemia (AML) dataset was downloaded from the TCGA data portal†, as well as from the supplementary data of the TCGA landmark publication [8] (in preprocessed form). More specifically, we downloaded:

- gene expression data (RNASeqV2 UNC Illumina HiSeq, level 3 RSEM normalized data),
- copy number variation data (profiled using Affymetrix SNP6 arrays, level 4 data obtained using Gistic2),
- somatic mutation data (obtained using either whole-genome sequencing, or whole-exome sequencing),
- data regarding gene fusions (obtained from de novo assembly of RNA-sequencing data), as well as
- clinical annotations.

We retained 163 samples with simultaneous gene expression, copy number, mutation, gene fusion and clinical data.

2.2. Generalized mutations

Since somatic mutations, copy number aberrations and gene fusions can all act as drivers of the disease in individual patients, we defined “generalized mutations” as either:

1. expressed somatic mutations,
2. expressed fusion genes, or
3. significant copy number aberration events.

A somatic mutation in a given gene was considered expressed if the expression of the corresponding gene exceeded the expression threshold of 6 (on the log2 scale).

Since gene fusions have been determined from de novo assembly of RNA-seq data, they were all considered to be expressed.

Copy number aberrations were considered significant if

- the corresponding gene’s expression levels were not uniformly low (below the expression threshold of 6, mentioned above), and
- they were accompanied by concordant gene expression changes with |Z|>2 (i.e. amplifications accompanied by gene up-regulation and deletions accompanied by gene down-regulation), and
- the copy number profile had at least a slight correlation (exceeding 0.3) with the gene’s expression profile.

There were 2142 genes with generalized mutations in at least one sample, with a total number of 5865 events, of which 1050 expressed mutations and 202 gene fusions (for more details, see

† tcga-data.nci.nih.gov
Table 1). Gene fusions $g_1$-$g_2$ were recorded as separate generalized mutations in $g_1$ and $g_2$ respectively, to allow their mixing with other generalized mutations in those genes.

Table 1. Generalized mutations in 163 AML samples

<table>
<thead>
<tr>
<th>Generalized mutation type</th>
<th>Number of generalized mutations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN deletions</td>
<td>3008</td>
</tr>
<tr>
<td>CN amplifications</td>
<td>1605</td>
</tr>
<tr>
<td>Somatic mutations</td>
<td>1041</td>
</tr>
<tr>
<td>Somatic mutations + CN deletions</td>
<td>8</td>
</tr>
<tr>
<td>Somatic mutations + CN amplifications</td>
<td>1</td>
</tr>
<tr>
<td>Gene fusions</td>
<td>193</td>
</tr>
<tr>
<td>Gene fusions + CN deletions</td>
<td>7</td>
</tr>
<tr>
<td>Gene fusions + CN amplifications</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>5865</td>
</tr>
</tbody>
</table>

2.3. Protein-to-protein interaction data

We used the BioGRID protein interaction database‡ (version 3.2.101 for Homo Sapiens), which we restricted to the physical interactions. This resulted in 136201 interaction pairs involving 14791 unique human genes.

3. Proteins mutated in AML form pp interaction cliques

Compared to solid cancers, AML genomes have much lower numbers of mutations [8]. This is to be expected, as leukemias do not have to evade the source tissue and metastasize, as solid cancers do. (Along these lines, a two-hit model of leukemogenesis has been proposed by Gilliland [9].)

Interestingly however, restricting the BioGRID pp interaction network to the set of genes mutated in AML, we obtain a large number of pp interaction cliques. More precisely, we obtain 4160 maximal cliques§ involving the 2142 genes with generalized mutations (of which 3564 nontrivial cliques involving more than one gene). The average nontrivial clique size was 2.96. Figure 1 depicts the corresponding distribution of nontrivial maximal clique sizes, showing that mutated genes form many large cliques.

Compared to the complete BioGRID interaction network, the edge density ** of the network of mutated genes is significantly larger ($2.3 \times 10^{-3}$ versus $5.6 \times 10^{-4}$), although the average clustering coefficient is smaller (0.1002 versus 0.1758).

‡ http://thebiogrid.org/

§ Although the clique decision problem (testing whether a graph contains a clique larger than a given size) is NP-complete, while listing all maximal cliques may require exponential time (as there exist graphs with exponentially many maximal cliques [16]), finding all maximal cliques in our setting is reasonably fast (running times of the order of minutes on a 3GHz machine using a Matlab implementation of the Bron–Kerbosch algorithm [17]).

** i.e. the number of edges divided by the maximal possible number of edges, i.e. $n(n-1)/2$, where $n$ is the number of nodes of the network.
Mutations affecting nontrivial protein interaction cliques suggest different ways of perturbing certain key biological processes or protein complexes involving the corresponding cliques. Therefore, although most individual mutations have a low incidence in the AML patient population (thereby masking their possible role in the pathogenesis of the disease), cliques tend to be mutated in a higher number of patients and thus could be used to order mutations in individual patients. The supplementary table ‘sample mutations clique cover.xls’ (online at www.ai.ici.ro/PSB2014/) shows for each patient sample its mutations sorted in descending order of the number of samples in which the largest maximal clique containing the corresponding gene is mutated.

More precisely, in the following, by ‘clique’ we always mean ‘maximal clique’. We denote by $M_{ms}$ the binary mutation matrix ($M_{ms}=1$ iff sample $s$ has mutation $m$) and by $C_{mc}$ the clique membership matrix ($C_{mc}=1$ iff mutated protein $m$ is involved in clique $c$). We define the cover of a clique $c$ to be the number of samples with mutations in at least a gene $m$ of that clique:

$$\text{clique-cover}(c) = | \{ s \mid \exists m. M_{ms}=1 \text{ and } C_{mc}=1 \} |.$$

We can also define the largest clique associated to a given mutation $m$ as a clique containing $m$ having the largest clique cover:

$$\text{largest-clique}(m) = c \text{ iff } C_{mc}=1 \text{ and } \forall c' \text{ such that } C_{mc'}=1, \text{clique-cover}(c') \leq \text{clique-cover}(c).$$

Now, for each sample $s$, we can sort the mutations $m$ in descending order of the cover of the largest clique associated to $m$: clique-cover(largest-clique($m$)). The top mutations are likely causal,

†† A clique is said to be mutated in a given sample iff at least one of its genes is mutated in that particular sample.
‡‡ in case there are several such largest cliques, we arbitrarily choose one.
as they or their interactors are mutated in large numbers of samples. For example, all acute promyelocytic leukemia samples (FAB code ‘M3’) have the PML and RARA fusion proteins at the top of the list.

4. Joint analysis of gene expression data and mutations using pp interaction data

Although by using protein-to-protein interaction data we have obtained a reasonable ordering of (generalized) mutations w.r.t. their potential causal role in the disease, we still have not made use of all available data to the fullest. For example, we have only employed gene expression data for filtering out mutations in genes that are not expressed, but we have completely ignored any potential similarities in the transcriptomes of samples with different mutations.

In the following, we describe an approach that simultaneously looks for similarities among mutation and gene expression data and, most importantly, is able to extract potentially causal sample-specific mutations, despite their low frequency in the dataset.

By a direct joint clustering of gene expression and mutation data, we may only pick up the mutations with the highest incidence. To avoid this, instead of directly clustering mutation data, we cluster the pp interactions of the observed mutations with other mutated proteins. Mutated proteins with similar interactor sets (among the set of mutated proteins) will likely affect the same pathways or protein complexes and produce similar expression changes.

For example, assume sample $s_1$ is affected by mutation $m_1$, while sample $s_2$ is affected by a different mutation, $m_2$. Even with similar gene expression profiles, $s_1$ and $s_2$ may not be grouped into a common cluster $k$, since we wouldn’t know which of the mutations $m_1$ and $m_2$ to associate to $k$. If however, $m_1$ and $m_2$ have similar sets of interactors among the other mutated genes $p_1,p_2,p_3,…$, we could cluster the interactor sets of the mutations instead of the individual mutations, thereby merging $s_1$ and $s_2$ despite their different mutations.

4.1. The joint clustering of expression and mutation interactor data

More formally, let $s$ denote samples, $g$ genes, $m$ mutations, $k$ clusters, $X_{gs}$ the gene expression matrix, $M_{ms}$ the binary (generalized) mutations matrix and $P_{pm}$ the binary protein-to-protein interaction matrix involving mutated genes (although the matrix is symmetric, we use distinct $p$ and $m$ indices to distinguish the mutations $m$ from their interactors $p$).

Now, instead of jointly clustering the gene expression $X_{gs}$ and mutation data $M_{ms}$, we cluster the gene expression data and the mutation interactor data $\sum_m P_{pm} \cdot M_{ms}$:

\[
X_{gs} \approx \sum_k G_{gk} \cdot S_{sk}
\]

\[
\sum_m P_{pm} \cdot M_{ms} \approx \sum_k A_{pk} \cdot S_{sk}
\]

where $G_{gk}, S_{sk}$ and $A_{pk}$ are gene, sample and respectively mutation interactor cluster matrices. Note that the sample cluster matrix $S_{sk}$ is common to the gene expression and mutation interactor data factorizations (1) and (2).
Running the nonnegative multirelational decomposition system MNMF §§ [10,11] with a relative weight \( w = 0.001 \) for the mutation interactors (to enable the gene expression data to dominate the factorization), we obtain the cluster matrices \( S_{sk}, G_{gk} \) and \( A_{pk} \) for samples, genes and mutation interactors respectively.

The mutation interactor clusters \( A_{pk} \) encode the frequently co-occurring mutation interactors \( p \) in the various clusters \( k \), but do not tell us anything directly about the mutations proper. To obtain the sample-specific mutations \( m \) that lie behind these cluster-specific mutation interactors \( p \), we solve the following nonnegative least squares problem (with \( M'_{ms} \) as unknown):

\[
\sum_k A_{pk} \cdot S_{sk} \approx \sum_m P_{pm} \cdot M'_{ms}
\]

using a multiplicative update algorithm that randomly initializes \( M' \) and then iteratively applies the following update rule until convergence:

\[
M'_{ms} \leftarrow M'_{ms} \frac{(P' \cdot Y)_{ms}}{(P' \cdot P \cdot M')_{ms}}
\]

where \( Y_{ms} = \sum_k A_{pk} \cdot S_{sk} \).

Finally, we can use \( MM_{ms} = M'_{ms} \cdot M_{ms} \) as a measure of the significance of mutation \( m \) for given clustering. Mutations with higher \( MM_{ms} \) are deemed more causally relevant, as they better match the given gene expression clustering. Note that frequently occurring mutations tend to have higher \( MM \) scores, especially if they are not at odds with the gene expression clustering.

Figure 2 below is a graphical depiction of the decomposition (1)-(3). The system was implemented in Matlab.

![Diagram](image)

Fig. 2. The relational diagram corresponding to the decomposition (1)-(3). Circles correspond to entities (\( g \) genes, \( s \) samples, \( m \) mutations, \( p \) mutation interactors), while the boxed \( k \) represents the unknown clusters. Bold edges correspond to the original relations \( X,M,P \), normal edges to inferred entity clusters \( G,S,A \), and the dotted edge to the significant sample-specific mutations \( M' \).

§§ MNMF is a multirelational generalization of Nonnegative Matrix Factorization (NMF) [13,14] and of simultaneous NMF [15].
4.2. The dimensionality of the factorization

Determining the optimal dimensionality $n_c$ of the factorization (1)-(2) is tricky. Similar to Kim and Tidor [12], we performed a series of MNMF runs with progressively larger $n_c$, ranging from 2 to 50. To avoid overfitting, we performed a similar set of runs on randomized entity matrices and estimated the signal to noise ratio (SNR) as follows:

$$SNR(n) = \frac{\varepsilon_r(n)^2 - \varepsilon(n)^2}{1 - \varepsilon(n)^2}$$

where $\varepsilon(n)$ and $\varepsilon_r(n)$ are the relative factorization reconstruction errors for the original and respectively the randomized data. The dimensionality $n_c = 22$ was chosen to maximize the SNR (see Figure 3). Note that the clusters obtained by our nonnegative decompositions should not be confused with partitions of the samples into disjoint subgroups. They are rather biclusters corresponding to biological processes that may overlap in the various samples (as well as for certain genes).

We also tried the smaller dimensionality $n_c = 7$ obtained by optimizing NMF consensus sample clustering (a partitional method), as in [8].

Fig. 3. The estimated SNR for the factorizations ranging from $n_c = 2$ to 50 clusters.
4.3. Significant sample-specific mutations

For both \( n_c = 7 \) and 22, the expression clusters were highly associated (using Fisher’s exact test) with the French-American-British (FAB) AML subtypes, as noticed in previous studies (see Table 2 below). In particular, the clustering perfectly distinguishes the Acute Promyelocytic Leukemia (M3) samples from the rest (cluster 3). FAB types M6 and M7 are too weakly represented in our 163 samples (just 1 and respectively 3 samples) to influence the factorization much.

Table 2. Association of clusters with FAB subtypes \((n_c=7)\)

<table>
<thead>
<tr>
<th>FAB subtype</th>
<th>FAB samples</th>
<th>Best associated cluster ((n_c=7))</th>
<th>Cluster samples ((n_c=7))</th>
<th>(\log_2(p)) ((n_c=7))</th>
<th>Best associated cluster ((n_c=22))</th>
<th>Cluster samples ((n_c=22))</th>
<th>(\log_2(p)) ((n_c=22))</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0</td>
<td>15</td>
<td>7</td>
<td>33</td>
<td>-8.44</td>
<td>12</td>
<td>23</td>
<td>-24.74</td>
</tr>
<tr>
<td>M1</td>
<td>38</td>
<td>5</td>
<td>30</td>
<td>-13.94</td>
<td>14</td>
<td>16</td>
<td>-6.25</td>
</tr>
<tr>
<td>M2</td>
<td>39</td>
<td>6</td>
<td>32</td>
<td>-6.06</td>
<td>17</td>
<td>14</td>
<td>-13.18</td>
</tr>
<tr>
<td>M3</td>
<td>16</td>
<td>3</td>
<td>16</td>
<td>-41.97</td>
<td>8</td>
<td>16</td>
<td>-41.97</td>
</tr>
<tr>
<td>M4</td>
<td>32</td>
<td>1</td>
<td>28</td>
<td>-11.58</td>
<td>22</td>
<td>27</td>
<td>-12.29</td>
</tr>
<tr>
<td>M5</td>
<td>17</td>
<td>2</td>
<td>25</td>
<td>-16.36</td>
<td>19</td>
<td>11</td>
<td>-27.13</td>
</tr>
<tr>
<td>M6</td>
<td>1</td>
<td>2</td>
<td>25</td>
<td>-2.70</td>
<td>13</td>
<td>14</td>
<td>-3.54</td>
</tr>
<tr>
<td>M7</td>
<td>3</td>
<td>7</td>
<td>33</td>
<td>-7.02</td>
<td>13</td>
<td>14</td>
<td>-5.67</td>
</tr>
</tbody>
</table>

The tables ‘sample-specific mutations 7 clusters.xls’ and ‘sample-specific mutations 22 clusters.xls’ (online at www.ai.ici.ro/PSB2014) list the sample-specific mutations (in descending order of their significance \(MM_{ns}\) for each sample \(s\)) obtained by our approach based on joint clustering of expression and mutation interactor data.

To estimate the concordance of the three mutation significance lists (‘sample mutations clique cover.xls’ from section 3, as well the two tables mentioned in this section), we have computed the average overlap of the top 5 mutations in each sample for all pairs of lists and depicted the results in Figure 4.

![Figure 4](https://example.com/fig4.png)

Fig 4. Average overlap between sample-specific mutation significance lists discussed in this paper.
Note that the two sample-specific mutation lists overlap best, as expected, and that the list for \( n_c=7 \) is slightly closer to ‘sample mutations clique cover’ than the \( n_c=22 \) list. The overlap is typically lower for the samples with large numbers of mutations (also as expected).

Careful inspection of the 3 mutation lists shows that we have been able to pick up at least a large fraction (if not most) of the mutations with a causal role in the disease. Virtually all mutations (such as those in NPM1, FLT3, TP53, DNMT3A, etc.), as well as all gene fusions (PML-RARA, MYH11-CBFB, RUNX1-RUNX1T1, etc.) with a known involvement in AML are at the top of the lists of the samples harboring them.

Besides these obvious true positives however, it is difficult to objectively compute accuracy figures for the lists, given the fact that rare individual patient mutations are still largely terra incognita. Still, we selected from ‘sample-specific mutations 7 clusters.xls’ the sample entries whose top first mutation is not among the known AML mutations – we obtained 18 such samples (out of a total of 163), which we list in ‘NOT EXPLAINED sample-specific mutations.xls’ (also online). A careful inspection of these samples places them in one of the following 3 categories:

1. Samples with very few detected mutations.
2. A known mutation/fusion is not at the top, but close to it (having significance coefficients close to the top ones).
3. Samples with very many mutations for which known mutations/fusions are far from the top.

Subcategory 3.1. The first few top entries may contain generalized mutations mentioned in the literature in connection with leukemia.

Obviously, our algorithm does not err too much in categories 1 and 2. Only category 3 (including a few outlier samples with very many mutations) could in principle be improved on – we suspect that they misbehave because those samples do not fit very well in any expression cluster, due to the large numbers of defects accumulated. Table 3 below shows the corresponding samples and their category assignments.

Table 3. Samples with rare mutations

<table>
<thead>
<tr>
<th>Category</th>
<th>Sample</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2946</td>
<td>Only two mutations of unknown role.</td>
</tr>
<tr>
<td>1</td>
<td>2995</td>
<td>Only 3 mutations. DDX41(mut) observed by others mutated in AML.</td>
</tr>
<tr>
<td>1</td>
<td>3000</td>
<td>Only 3 mutations of unknown role.</td>
</tr>
<tr>
<td>1</td>
<td>3008</td>
<td>Only two mutations. Possible role of KAT2B.</td>
</tr>
<tr>
<td>2</td>
<td>2832</td>
<td>MLL-MLLT10 fusion close to top.</td>
</tr>
<tr>
<td>2</td>
<td>2855</td>
<td>MLLT10-PICALM fusion close to top.</td>
</tr>
<tr>
<td>2</td>
<td>2874</td>
<td>IDH2(mut) close to top.</td>
</tr>
<tr>
<td>2</td>
<td>2911</td>
<td>MLL-ELL fusion, with MLL significance 3.6(\times10^{-4}) (close to top significance 5.9(\times10^{-4})).</td>
</tr>
<tr>
<td>2</td>
<td>2940</td>
<td>MLL3(mut) close to top.</td>
</tr>
<tr>
<td>2</td>
<td>2955</td>
<td>DNMT3A(mut) with significance 10(^{-3}) (top 1.2(\times10^{-3})).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>3005</td>
<td>MLL-MLLT10 fusion close to top.</td>
</tr>
<tr>
<td>3/3.1(?)</td>
<td>2817</td>
<td>CBFB(mut), EZH2(mut), BCR-ABL fusion are far from the top, but LUC7L2(del) at the top (LUC7L2 mutations mentioned in AML).</td>
</tr>
<tr>
<td>3.1</td>
<td>2849</td>
<td>MLLT10-PICALM fusion far from top, but at the top, KDM3B (a H3K9 demethylase) is a tumor suppressor linked to leukemia.</td>
</tr>
<tr>
<td>3</td>
<td>2882</td>
<td>U2AF1(mut) far from top (significance 1.1⋅10⁻³, top 2.3⋅10⁻³).</td>
</tr>
<tr>
<td>3</td>
<td>2917,2929</td>
<td>KRAS(mut), SETBP1(mut) far from top.</td>
</tr>
<tr>
<td>3/3.1(?)</td>
<td>2920</td>
<td>NF1(mut) far from top, but LUC7L2(del) at the top.</td>
</tr>
<tr>
<td>3/3.1(?)</td>
<td>2939</td>
<td>MTOR-CDH1 fusion far from top, but LUC7L2(del) at the top.</td>
</tr>
</tbody>
</table>

5. Conclusions

AML, like other cancer types is a heterogeneous disease. But even with multi-genomic data available (related to gene expression, mutations, copy number changes, etc.), finding well-defined sub-classifications with prognostic and therapeutic value is still an elusive objective for many cancers (although partial encouraging results have been obtained). This is probably due to the complexity of the biological processes that are perturbed in the disease and which can be affected by a large number of (generalized) mutations. Some of these mutations have a high enough incidence for us to be sure of their causal role in the disease, but many (if not the majority) of the causal genomic events are rare and patient-specific.

In this paper we have shown that we can exploit protein-to-protein interaction data to relate these possibly rare mutations to one another, thereby enabling a better automated detection of the driver mutations in each individual patient. An original feature of our approach is the use of pp interactors of the mutations to enable clustering and especially the back-reconstruction of the significant mutations from the interactor clusters.

HotNet [19], used in the original TCGA publication [8], identified only 4 significantly mutated subnetworks (which are similar to some of our maximal mutation cliques). However, HotNet does not take into consideration the gene expression data, whereas we expect driver mutations affecting the same pathway to produce similar expression changes.

Future work will address the much more difficult problem of finding clinically useful prognostic markers. This will likely require looking at the precise mutations and possibly larger sample sizes, as different mutations in the same pathway or even in the same gene can have significantly different clinical outcomes.
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Computational efficiency is important for learning algorithms operating in the “large p, small n” setting. In computational biology, the analysis of data sets containing tens of thousands of features (“large p”), but only a few hundred samples (“small n”), is nowadays routine, and regularized regression approaches such as ridge-regression, lasso, and elastic-net are popular choices. In this paper we propose a novel and highly efficient Bayesian inference method for fitting ridge-regression. Our method is fully analytical, and bypasses the need for expensive tuning parameter optimization, via cross-validation, by employing Bayesian model averaging over the grid of tuning parameters. Additional computational efficiency is achieved by adopting the singular value decomposition re-parametrization of the ridge-regression model, replacing computationally expensive inversions of large $p \times p$ matrices by efficient inversions of small and diagonal $n \times n$ matrices. We show in simulation studies and in the analysis of two large cancer cell line data panels that our algorithm achieves slightly better predictive performance than cross-validated ridge-regression while requiring only a fraction of the computation time. Furthermore, in comparisons based on the cell line data sets, our algorithm systematically out-performs the lasso in both predictive performance and computation time, and shows equivalent predictive performance, but considerably smaller computation time, than the elastic-net.

Keywords: ridge-regression, Bayesian model averaging, predictive modeling, machine learning, cancer cell lines, pharmacogenomic screens

1. Introduction

Analysis of high-throughput “omics” data sets to infer molecular predictors of cancer phenotypes is a common type of problem in modern computational biology research. The use of genomic features such as from gene expression, copy number variation, and sequence data, in the predictive modeling of anticancer drug response is a particularly relevant example, which holds the potential to speed up the emergence of “personalized” cancer therapies.¹,⁵ A common theme of such high-dimensional prediction problems is that the number of genomic features, $p$, is usually much larger than the number of available samples, $n$, and regularized regression approaches such ridge-regression,² lasso,³ and elastic-net⁴ are popular methodological choices in this context.¹,⁵ Computational efficiency is of key importance for any learning algorithm operating in this “large p, small n” setting; a method that improves computational efficiency without sacrificing prediction accuracy could enable such models to be readily applied across

*corresponding authors
a large number of phenotype prediction problems, such as inferring genomic predictors for large panels of anticancer compounds.

In this paper we propose a novel Bayesian formulation of ridge-regression, which executes in a fraction of the time required by the most efficient current implementations of regularized regression methods, while achieving comparable prediction accuracy. We refer to our approach as Stream (Scalable-Time Ridge Estimator by Averaging of Models). First, Stream replaces cross-validation by Bayesian model averaging (BMA) over the grid of tuning parameters. For each tuning parameter in the grid, we interpret the corresponding ridge-regression fit as a distinct model, and average all models, weighted by how well each model fits the data. Second, it replaces the computation of large $p \times p$ matrix inversions by efficient inversions of small and diagonal $n \times n$ matrices derived from the singular value decomposition (SVD) of the feature matrix. Note that the use of SVD re-parameterization is a practice to improve the computational efficiency of ridge-regression model fit.

We point out that both improvements are allowed by the analytical tractability of the Bayesian hierarchical formulation of ridge-regression, where the marginal posterior distribution of the regression coefficients and the prior predictive distribution of the data are readily available, leading to a fully analytical expression for the BMA estimate of the regression coefficients. Furthermore, the quantities that need to be evaluated, namely, model specific posterior expectations and marginal likelihoods, can be efficiently computed under the SVD re-parametrization.

The rest of the paper is organized as follows. In Section 2.1 we present the Stream algorithm, and, in Section 2.2, we present its re-parametrization in terms of the singular value decomposition of the feature data matrix. Section 3.1 presents a simulation study comparing the predictive performance and computation time of Stream against the standard cross-validated ridge-regression model. Section 3.2 presents real data illustrations using two compound screening data sets performed on large panels of cancer cell lines. Finally, in Section 4 we discuss our results, and point out strengths and weaknesses of our proposed algorithm.

2. Statistical model

In the next subsections we present the Stream-regression model and its re-parametrization in terms of the SVD of the feature data matrix. First, we introduce some notation. Throughout the text we consider the regression model $y = X\beta + \epsilon$, where $y$ represents the $n \times 1$ vector of responses, $X$ corresponds to the $n \times p$ matrix of features, $\beta$ corresponds to the $p \times 1$ vector of regression coefficients, and $\epsilon$ represents a $n \times 1$ vector of independent and identically distributed gaussian error terms with expectation 0 and precision $\tau$. The notation $Ga(a, b)$ represents a gamma distribution with shape and rate parameters $a$ and $b$, respectively; $U(a, b)$ stands for the uniform distribution on the interval $[a, b]$; $DU(a, b)$ represents the discrete uniform distribution with support in the range $\{a, \ldots, b\}$; $Ber(\phi)$ corresponds to the Bernoulli distribution with success probability $\phi$; $N_k(\mu, \Sigma)$ represents a $k$-dimensional multivariate normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$; and $St_k(\mu, \Sigma, v)$ corresponds to a $k$-dimensional multivariate t-distribution with mean vector $\mu$, scale matrix $\Sigma$, and $v$ degrees of freedom. We represent the $k$-dimensional identity matrix by $I_k$, the indicator function assuming values 0
or 1 by 1, and the determinant of a matrix $A$ by $\det(A)$.

### 2.1. Stream regression model

Consider the Bayesian hierarchical form representation of ridge-regression (a special case of the Bayesian formulation for the linear regression model with a normal-gamma prior):  

$$
\begin{align*}
\mathbf{y} | \mathbf{X}, \beta, \tau & \sim N_n(\mathbf{X}\beta, \tau^{-1}\mathbf{I}_n), \\
\beta | \tau, \lambda & \sim N_p(\mathbf{0}, \tau^{-1}\lambda^{-1}\mathbf{I}_p), \\
\tau & \sim \text{Ga}(a_\tau, b_\tau),
\end{align*}
$$

where the precision parameter $\lambda$ plays the role of the tuning parameter in ridge-regression. Under this analytically tractable model we have that the marginal posterior distribution of the regression coefficients is

$$
\pi(\beta | \mathbf{X}, \mathbf{y}) = \text{St}_p \left( \bar{\beta} ; \beta, \frac{2b_\tau + (\mathbf{y} - \mathbf{X}\bar{\beta})'\mathbf{y}}{2a_\tau + n} \left( \mathbf{X}'\mathbf{X} + \lambda\mathbf{I}_p \right)^{-1}, 2a_\tau + n \right),
$$

where the expectation, $\bar{\beta} = (\mathbf{X}'\mathbf{X} + \lambda\mathbf{I}_p)^{-1}\mathbf{X}'\mathbf{y}$, corresponds to the usual (frequentist) ridge-regression estimator, and the prior predictive distribution is given by

$$
\begin{align*}
f(\mathbf{y} | \mathbf{X}) &= \int_\tau \int_\beta \text{St}_n(\mathbf{y} | \mathbf{X}\beta, \tau^{-1}\mathbf{I}_n) \text{St}_p(\beta; \lambda^{-1}\mathbf{I}_p) \text{Ga}(\tau; a_\tau, b_\tau) d\beta d\tau \\
&= \text{St}_n \left( \mathbf{y} ; 0, \frac{b_\tau}{a_\tau} (\mathbf{I}_n - \mathbf{X}(\mathbf{X}'\mathbf{X} + \lambda\mathbf{I}_p)^{-1}\mathbf{X}' \right)^{-1}, 2a_\tau \right), \\
\end{align*}
$$

(1)

Now let $\lambda_k, k = 1, \ldots, K$ represent the grid of ridge-regression tuning parameters, and let $\mathcal{M}_k$ represent a ridge-regression model that uses $\lambda = \lambda_k$. The BMA estimate of $\beta$ is then

$$
E[\beta | \mathbf{X}, \mathbf{y}] = \sum_{k=1}^K E[\beta | \mathbf{X}, \mathbf{y}, \mathcal{M}_k] \cdot \text{pr}(\mathcal{M}_k | \mathbf{X}, \mathbf{y}), \\
$$

(2)

where

$$
E[\beta | \mathbf{X}, \mathbf{y}, \mathcal{M}_k] = (\mathbf{X}'\mathbf{X} + \lambda_k\mathbf{I}_p)^{-1}\mathbf{X}'\mathbf{y}
$$

and the posterior distribution of model $\mathcal{M}_k$, given the data, is computed as

$$
\text{pr}(\mathcal{M}_k | \mathbf{X}, \mathbf{y}) = \frac{f(\mathbf{y} | \mathbf{X}, \mathcal{M}_k) \cdot \text{pr}(\mathcal{M}_k)}{\sum_{k=1}^K f(\mathbf{y} | \mathbf{X}, \mathcal{M}_k) \cdot \text{pr}(\mathcal{M}_k)}.
$$

Here, $f(\mathbf{y} | \mathbf{X}, \mathcal{M}_k)$ corresponds to the prior predictive distribution in (1) with $\lambda$ replaced by $\lambda_k$, and we adopt a discrete uniform prior for the models, so that $\text{pr}(\mathcal{M}_k) = K^{-1}, k = 1, \ldots, K$.

In regression based predictive modeling, one is generally interested in making a prediction, $\hat{\mathbf{y}} = \mathbf{X}_{\text{test}}\hat{\beta}_{\text{train}}$, of the response vector $\mathbf{y}_{\text{test}}$, where $\mathbf{X}_{\text{test}}$ represents the feature data on the testing set, and $\hat{\beta}_{\text{train}}$ represents the regression coefficients estimate learned from the training set. In our Bayesian model, we are interested on the the expectation of the response’s posterior predictive distribution,

$$
E[\mathbf{y}_{\text{test}} | \mathbf{X}_{\text{test}}, \mathbf{X}_{\text{train}}, \mathbf{y}_{\text{train}}] = \mathbf{X}_{\text{test}} E[\beta | \mathbf{X}_{\text{train}}, \mathbf{y}_{\text{train}}],
$$

where $E[\beta | \mathbf{X}_{\text{train}}, \mathbf{y}_{\text{train}}]$ is given by equation (2).
2.2. SVD re-parametrization

Consider the SVD of the $n \times p$ feature data matrix $X$ of rank $n$. One possible representation of $X$ is given by $X = UD\Sigma^t$, where $U$ is an $n \times n$ orthogonal matrix of left singular vectors; $D$ is an $n \times n$ diagonal matrix of singular values $d_j$; and $\Sigma$ is a $p \times n$ matrix of right singular vectors. An alternative representation is $X = U_s D_s V_s^t$ where $U_s$ is an $n \times p$ matrix obtained by augmenting $U$ with $p-n$ extra columns of zeros, $U_s = (U, 0)$; $D_s$ is a $p \times p$ diagonal matrix with the first $n$ diagonal entries given by the singular values and the remaining $p-n$ diagonal entries set to zero; and $V_s$ is a $p \times p$ orthogonal matrix obtained by augmenting $V$ with $p-n$ additional right singular vectors. Exploring these re-parametrizations we can, after some algebra, re-express $\beta$ in the computationally more efficient form,

$$E[\beta \mid X, y, M_k] = V_s (D_s^2 + \lambda_k I_p)^{-1} D_s U_s^t y = V(D^2 + \lambda_k I_n)^{-1} DU^t y .$$

In addition to the efficient computation of $\hat{\beta}$, we can also explore the SVD reparameterization for efficient computation of the prior predictive distribution, which involves two computationally expensive steps; namely, evaluation of the quadratic form $y^t(I_n - X(X^tX + \lambda_k I_p)^{-1}X^t)y$, and of $\det((I_n - X(X^tX + \lambda_k I_p)^{-1}X^t)^{-1})$. Starting with the quadratic form, observe that

$$I_n - X(X^tX + \lambda_k I_p)^{-1}X^t = I_n - U_s D_s (D_s + \lambda_k I_p)^{-1} D_s U_s^t = I_n - U(I_n + \lambda_k D^{-2})^{-1}U^t ,$$

so that we replace a $p \times p$ matrix inversion by a $n \times n$ diagonal matrix inversion in the computation of the quadratic form. Next, consider the determinant. From the application of the Woodbury matrix inversion formula\(^\text{10}\) we have that

$$I_n - U(I_n + \lambda_k D^{-2})^{-1}U^t = (I_n + \lambda_k^{-1}UD^2U^t)^{-1} ,$$

and from standard properties of the determinant and the orthogonality of the $U$ matrix we have that

$$\det((I_n - X(X^tX + \lambda_k I_p)^{-1}X^t)^{-1}) = \det(I_n + \lambda_k^{-1}UD^2U^t) = \prod_{j=1}^{n} \left( 1 + \frac{d_j^2}{\lambda_k} \right) .$$

Hence, the prior predictive distribution can be efficiently computed as

$$f(y \mid U, D, M_k) = C \left( 1 + \frac{y^t(I_n - U(I_n + \lambda_k D^{-2})^{-1}U^t)y}{\frac{2 a_r}{b_r}} \right)^{-\frac{2 a_r + n}{2}}$$

with the normalization constant, $C$, given by

$$C = \frac{\Gamma\left(\frac{2 a_r + n}{2}\right)}{\Gamma\left(\frac{2 a_r}{2}\right)} \left( \frac{b_r}{a_r} \right)^{-\frac{n}{2}} \frac{1}{2} \left( \prod_{j=1}^{n} \left( 1 + \frac{d_j^2}{\lambda_k} \right) \right)^{-\frac{1}{2}} .$$
3. Illustrations

Before we present our simulation study and real data illustrations, we provide a few model fitting details relevant to the next subsections. Throughout this paper we evaluate predictive performance using the RMSE statistic, \( \sqrt{(y_{test} - \hat{y})^2(y_{test} - \hat{y})/n_{test}} \), where \( \hat{y} = X_{test}\hat{\beta}_{train} \).

For ridge-regression, lasso, and elastic-net, we adopted 10 fold cross validation. We adopted a data-driven approach, described in detail in the appendix, for the determination of the tuning parameter grid for ridge-regression and Stream. Each simulated or real data set used a different grid, composed of \( K = 100 \) values. For each data set we used the same grid in the ridge-regression and Stream model fits. For the lasso and elastic-net algorithms, we adopted the tuning parameter grids generated by default by the glmnet R package.\(^{11}\) Both response and feature data are scaled prior to analysis. In both simulation studies and real data analysis illustrations we tested whether the difference in RMSE between two methods is statistically significant using the Wilcoxon paired-sample test.\(^{11}\)

3.1. Simulation study

We performed a simulation study illustrating how Stream achieves slightly better predictive performance than ridge-regression (when we adopt non-informative priors for the residual precision parameter \( \tau \)), while requiring only a fraction of the computation time.

In order to evaluate the method’s performance under widely heterogenous conditions, we simulated 5,000 distinct data sets, each one generated with a unique and random combination of sample size \( n \), number of features \( p \), model sparsity \( \phi \), residual noise \( \sigma \), and strength of feature correlation \( \rho \), sampled according to: \( n \sim DU(100, 500) \); \( p \sim DU(501, 10000) \); \( \phi \sim U(0.1, 0.9) \); \( \sigma \sim U(0.1, 5) \); and \( \rho \sim U(0.1, 0.9) \).

Each simulated data set was generated as follows: (i) we first draw a single value of \( n, p, \phi, \sigma, \) and \( \rho \), from their respective uniform distributions; (ii) given the sampled values of \( n, p, \) and \( \rho \), we simulate the feature data matrix, \( X_{n \times p} = (X_{n \times p_1}, \ldots, X_{n \times p_L}) \), as \( L \) separate matrices, \( X_{n \times p_i} \), generated independently from \( N_{p_i}(0, \Sigma_i) \) distributions, where \( \Sigma_{ij,i} = 1 \), for \( i = j \), and \( \Sigma_{ij,i} = \rho^{|i-j|} \), for \( i \neq j \). The number of features, \( p_i \), in each of these matrices were randomly chosen between 20 and 100 under the constraint that \( p = \sum_{i=1}^{L} p_i \); (iii) given the sampled values of \( p \) and \( \phi \), we computed each regression coefficient, \( \beta_j, j = 1, \ldots, p \), as \( \beta_j = \beta^*_j I_{\beta_j} \), where \( \beta^*_j \sim N(0,1) \), and \( I_{\beta_j} \sim Ber(\phi) \) (note that, by defining \( \beta_j \) as above, we have that, on average, \( \phi p \) regression coefficients will be non-zero); and (iv) given the sampled value of \( \sigma \) and the computed feature matrix and regression coefficients vector, we computed the response vector as \( y = X\beta + \sigma \epsilon \), where \( \epsilon \) is a vector of standard gaussian error variables. We note that for each simulated data set we actually generated \( 2n \) data samples, and used the first \( n \) samples as the training set, and the second half as the test set. Figure 1 present the results.

Panel (a) in Figure 1 shows that the predictive performance of Stream is quite similar to ridge-regression when the RMSE values are small, but Stream tends to slightly outperform ridge when RMSE values are larger, as suggested by the increased number of points below the diagonal for RMSE values closer to 1. Application of the Wilcoxon paired-sample test shows that, overall, Stream achieves statistically significant increased performance over ridge (p-value = \( 2.501 \times 10^{-5} \)). We note that the results in Figure 1 were computed using an uninformative
gamma prior distribution (hyper-parameters $a_r = b_r = 0.001$). As expected, the adoption of informative gamma priors led to decreased predictive accuracy (results not shown).

Panel (b) in Figure 1 shows the comparison of computation times between Stream and ridge-regression. Overall, Stream was approximately 10 times faster than ridge. In general, Stream is approximately $f$ times faster than ridge-regression, where $f$ represents the number of cross-validation folds used by ridge.

### 3.2. Cancer cell line panels

In this section we compare the predictive performance and computation time of the Stream, ridge-regression, lasso, and elastic-net algorithms in inferring molecular predictors of compound sensitivity based on the Sanger and CCLE data sets, which contain compound screening data performed on large panels of molecularly characterized cancer cell lines.

In Sanger we have 535 cell lines and a total of 30,765 features comprised of 4 distinct feature data types, including gene expression measurements on 12,024 genes, copy number variation measurements on 18,601 genes, cell line tumor type classifications according to 93 distinct tumor lineages, and mutation profiling on 47 genes. In CCLE we have 411 cell lines and 41,911 features comprised of 5 distinct feature types, including gene expression measurements on 18,897 genes, copy number measurements on 21,217 genes, cell line tumor type classifications on 97 tumor lineages, mutation profiling on 33 genes using the oncomap 3.0 plataform, and mutation profiling of 1,667 genes using hybrid capture sequencing. Mutation data was summarized to gene-level binary calls, with 1 representing a somatic mutation observed at any base pair within the gene. Gene expression, copy number, and mutation data were summarized to gene-level features. The Sanger dataset tested 138 compounds and summarized the sensitivity of each cell line based on IC50 values. The CCLE dataset tested 24 compounds and summarized the sensitivity of each cell line based on the area over the dose response curve (where response values at each compound dose are scaled with -100 representing complete growth inhibition and 0 representing no growth inhibition).

In the present analysis we discarded samples and features with missing data, and we filtered
out genomic features with variance smaller than 0.01, and with non-significant correlation with the response (p-value > 0.1). After filtering we obtained, on average, $5,588.80 \pm 2,046.48$ genomic features in Sanger, and $12,512.12 \pm 3,345.16$ in CCLE. We evaluated predictive performance by splitting the data into five parts, using four parts as the training set and the left out part as the testing set. In each of the 5 splits, we trained the ridge, lasso, and elastic-net models using 10 fold cross validation and adopted $a_r = b_r = 0.01$ for the Stream model. At each split we obtained a prediction vector $\hat{y}_j$, $j = 1, \ldots, 5$, and we computed a single RMSE using the concatenated vector of predictions, $\hat{y}' = (\hat{y}_1', \ldots, \hat{y}_5')$, and the full observed response data, $y$, as $\sqrt{(y - \hat{y})'(y - \hat{y})/n}$.

Fig. 2. Predictive performance and computation time for the Sanger cell line panel. Results for each compound.

Figures 2 and 3 depict the results for the Sanger data. Figure 2(a) shows the RMSE scores across the 138 drugs sorted according to the elastic-net RMSE. Overall, Stream seems to perform slightly better than ridge and elastic-net, especially for compounds with high RMSE, consistent with results on the simulated data. Figure 3(a) confirms this result, showing that...
the median RMSE of Stream (horizontal blue line) is in fact slightly smaller than those of ridge and elastic-net. Furthermore, application of the Wilcoxon paired-sample test shows that the slight advantage of Stream is statistically significant (p-values equal to 0.004611 and 0.02147 for the comparisons of Stream against elastic-net and ridge, respectively). The lasso performance, on the other hand, is considerably worse than all other methods. Figures 2(b) and 3(b) show considerably smaller computation times for Stream than the other methods. The elastic-net is the most expensive, followed by ridge and then the lasso. Note that the results are shown in the log\textsubscript{10} scale. In the original scale, Stream was, on average, 2.46 ± 0.74, 9.06 ± 0.09, and 47.30 ± 14.23 times faster than the lasso, ridge, and elastic-net, respectively.

Figure 4 depicts the results for the CCLE data. Panels (a) and (c) show that Stream performs slightly better than ridge and similarly to elastic-net, although, in both cases, the differences are not statistically significant (p-values equal to 0.16 and 0.1074, respectively). Once again, the lasso performance is considerably worse than the other methods. Panels (b) and (d) show, again, smaller computation times for Stream than the other methods. Stream was, on average, 1.9 ± 0.2, 9.16 ± 0.08, and 38.04 ± 4.54 times faster than the lasso, ridge, and elastic-net, respectively.

A particularly attractive feature of Stream is the ability to perform feature selection by estimating the posterior distribution of regression coefficients. In the context of compound sensitivity prediction, previous studies have demonstrated that such feature selection may provide the basis for identifying functional biomarkers underlying compound sensitivity or resistance.\textsuperscript{1-5} We compiled a list of known biomarkers of sensitivity (gold standards) for 8 compounds represented in both the Sanger and CCLE panels (first column of Table 1) and evaluated the rank of each biomarker (based on the absolute value of the regression coefficients) in the model generated by Stream, ridge, lasso, and elastic-net for the corresponding compound.

Table 1 present the results. Overall, the relative performance of all four methods tended to be similar in the sense that the gold standard biomarkers tended to be either well ranked

![Fig. 3. Predictive performance and computation time for the Sanger cell line panel. Overall results.](image-url)
Fig. 4. Predictive performance and computation time for the CCLE cell line panel. Results for each compound (top panels) and overall (bottom panels).

Table 1. Genomic feature ranks. Entries present the rank position followed by the feature type: copy number variation (C), expression (E), mutation from the oncomap platform (M_o), and mutation from hybrid capture sequencing (M_h). Missing entries (-) represent features that had ranks higher than 1,000, were not represented in the data, or were filtered-out from the analysis.

<table>
<thead>
<tr>
<th>Drug</th>
<th>CCLE</th>
<th>Sanger</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stream Ridge Lasso Elastic-net</td>
<td>Stream Ridge Lasso Elastic-net</td>
</tr>
<tr>
<td>17-AAG</td>
<td>2-E 2-E 1-E 2-E</td>
<td>1-E 1-E 1-E 1-E</td>
</tr>
<tr>
<td>AZD-0530</td>
<td>1-M 1-M 1-M 1-M</td>
<td>- - - -</td>
</tr>
<tr>
<td>Erlotinib</td>
<td>1-M 1-M 1-M 1-M</td>
<td>- - 863-E -</td>
</tr>
<tr>
<td></td>
<td>10-M 10-M 10-M 10-M</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>36-C 39-C 347-E 258-C</td>
<td>- - - -</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>8-E 8-E 1-E 5-E</td>
<td>6-E 2-E 1-E 2-E</td>
</tr>
<tr>
<td></td>
<td>1-C 1-C 2-C 2-C</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>2-M 2-M 3-M 3-M</td>
<td>2-M 2-M 214-E</td>
</tr>
<tr>
<td>PF-2341066</td>
<td>9-C 3-C 19-C 45-C</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>3-E 1-E 1-E 7-E</td>
<td>- - - -</td>
</tr>
<tr>
<td>PHA-665752</td>
<td>104-E 212-E 540-E</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td>480-E</td>
<td>- - - -</td>
</tr>
<tr>
<td>PLX4720</td>
<td>1-M 1-M 1-M 1-M</td>
<td>1-M 1-M 1-M 1-M</td>
</tr>
<tr>
<td></td>
<td>2-M 2-M 6-M 3-M</td>
<td>- - - -</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
by all methods or poorly ranked by all methods. For instance, in the CCLE panel, the gold standard features usually showed up among the top ranking features for all methods for most of the drugs. In the Sanger panel, on the other hand, we see that for several of the drugs, all algorithms failed to rank the gold standards among their top ranking features.

4. Discussion

In this paper, we proposed a novel and highly efficient Bayesian version of ridge-regression, which explores Bayesian model averaging and the singular value decomposition re-parametrization for computational efficiency. Our analysis of two large cancer cell line panels showed that the predictive performance of the Stream algorithm tends to be slightly better than ridge-regression in terms of RMSE, suggesting that BMA might be slightly more effective than cross-validation in noisy data sets. This finding was corroborated by our large-scale simulation study, where Stream tended to slightly outperform ridge-regression in the cases were both methods produced high RMSE scores, and showed quite similar performance otherwise. This competitive predictive performance, combined with the considerably higher computational efficiency of the Stream algorithm, suggests that this novel method should be the preferred choice, over standard ridge-regression, in high-dimensional regularized regression applications.

Furthermore, the analysis of cell line panels showed that the predictive performance of the Stream algorithm is also competitive with the elastic-net algorithm, showing slightly better average performance in the Sanger data, and similar performance on the CCLE data. In terms of feature selection ability, Stream showed similar performance to the elastic-net, the current state-of-the-art algorithm employed for the identification of functional biomarkers underlying compound sensitivity or resistance in cancer cell lines. Most importantly, this competitive performance of the Stream algorithm is achieved while requiring only a small fraction of the computation time required by the elastic-net.

Even though, the application of elastic-net, the most time consuming algorithm in this study, is still computationally feasible for the two data sets investigated in this work, we point out that increased computational efficiency opens possibilities for much broader exploration of pharmacogenomic modeling. For instance, in large scale exploration of modeling choices such as type of input data (e.g. gene expression, copy number variation, mutation) or method of summarizing sensitivity values (e.g. IC50, ActArea), we need to build models for a large number of possible combinations of input/output data. Additionally, the pharmacogenomic data sets that computational biologists will need to analyze in the near future will only grow bigger, and the use of highly efficient algorithms will likely become a practical necessity in the near future. Efficient algorithms make it easier to infer models for much larger compound screening collections, or even infer models for each of over 10,000 genes from genome wide RNAi screens. The increased efficiency could even allow models to be applied both the whole data set and different subsets of data (e.g. tumors from different tissue types).

In the cancer cell line panels investigated in this work, the lasso performed significantly worse than the other methods. Possible explanations include: (i) that the drug sensitivity phenotype might behave as a complex trait, associated with a large number of predictors,
so that the sparseness assumption made by the lasso is violated in our applications; and (ii) because many features tend to be clustered into highly correlated groups of predictors, the lasso might be effectively selecting one feature randomly from each group, while methods using $L_2$ regularization can select more than a single feature from a group of highly correlated predictors.

The feasibility of the Stream algorithm is due to the analytical tractability of the Bayesian hierarchical formulation of ridge-regression. Even though Bayesian hierarchical formulations for the lasso and elastic-net models have been proposed in the literature,\textsuperscript{16,17} they do not lead to closed analytical forms for the marginal posterior distributions of the regression coefficients and for the marginal likelihoods, so that BMA-based versions of these models are not readily available. The development of model averaging approaches for these methods represents an interesting topic for future research.

We note that, compared to frequentist implementations of penalized regression models, the Bayesian formulation provides several advantages and opportunities for future extensions. For instance, Bayesian approaches provide valid quantifications of the uncertainty associated with the estimates of regression coefficients in the form of probability intervals, whereas even the estimation of standard errors associated with the frequentist versions of penalized regression models is a non-trivial and often problematic task.\textsuperscript{17} Furthermore, Bayesian approaches represent a natural framework for the incorporation of additional sources of prior information, such as pathway-based relationships between genes, or prior knowledge of the functional importance of a given gene. Such extensions are topics of active research.

In summary, Stream provides a Bayesian ridge-regression framework with significantly increased computational efficiency without a trade-off of prediction accuracy or feature selection ability. Thus we believe that Stream advances current state-of-the-art approaches for inferring molecular predictors of compound sensitivity, with natural extensions to other phenotype prediction problems or general predictive modeling applications in the “large p, small n” setting.

5. Availability of code and data

We implemented the Stream algorithm in R,\textsuperscript{18} and the source code is available in GitHub (https://gist.github.com/echaibub/6117763). The data and code necessary to reproduce the simulation study and analysis of the cancer cell line panels presented in this paper are available in Synapse (www.synapse.org) under the Stream project (https://www.synapse.org/#!Synapse:syn2010337).
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Appendix A. Computation of the tuning parameter grid

In this section we describe the rationale behind the automatic/data-driven determination of the tuning parameter grid for ridge-regression. It is a simple adaptation of the approach adopted in the \texttt{glmnet} R package\textsuperscript{11} for the default determination of the $\lambda$ grid in the lasso
and elastic-net algorithms. The basic idea is to: (i) determine $\lambda_{\text{max}}$, as the $\lambda$ value such that the largest regression coefficient is equal in absolute value to a certain small constant $\kappa$; (ii) determine the smallest $\lambda$ value in the grid as $\lambda_{\text{min}} = \epsilon \lambda_{\text{max}}$, where $\epsilon$ is another small constant; and (iii) determine the $\lambda$ grid as a sequence of $K$ values of $\lambda$ decreasing from $\lambda_{\text{max}}$ to $\lambda_{\text{min}}$ on the log scale. Explicitly, we set the lambda grid as follows: (a) create a decreasing sequence of $K$ equally spaced values in the interval $[\log (\lambda_{\text{max}}), \log (\lambda_{\text{min}})]$; and (b) take the exponential of each of value in the sequence.

Next, we describe the derivation of $\lambda_{\text{max}}$. Considering the singular value decomposition of $X = UDV^t$, we can re-express the ridge estimator as

$$ \hat{\beta} = V(D^2 + \lambda I_n)^{-1}DU^t y, $$

or

$$ \hat{\beta}_j = \frac{d_j}{d_j^2 + \lambda} |V_j U^t y|, $$

for $j = 1, \ldots, n$ (and zero for $i = n+1, \ldots, p$) where $V_j$ represents the $j$th row of $V$. Our goal then is to find $\lambda$ such that $\max_j (|\hat{\beta}_j|) = \kappa$. Since

$$ |\hat{\beta}_j| = \frac{d_j}{d_j^2 + \lambda} |V_j U^t y| \leq \frac{d_j}{\lambda} |V_j U^t y| $$

for all $d_j$, it follows that

$$ \kappa = \max_j \left( \frac{d_j}{d_j^2 + \lambda} |V_j U^t y| \right) \leq \frac{1}{\lambda} \max_j (d_j |V_j U^t y|) $$

so that $\lambda \leq \max_j (d_j |V_j U^t y|) / \kappa$ and we take $\lambda_{\text{max}} = \max_j (d_j |V_j U^t y|) / \kappa$. In our simulations and real data analysis we adopted $\kappa = 10^{-3}$, $\epsilon = 10^{-6}$, and $K = 100$.
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1. Introduction

Cancer is caused by mutations or other alterations that perturb normal biological processes in a manner that confers a selective growth advantage to the mutated cell. Massive efforts to sequence the DNA of thousands of tumors have detected hundreds of thousands of mutations [1]. However, due to the heterogeneity of tumors, very few genes are mutated frequently enough to be identified as driver genes [1] — those that yield a growth advantage — and generally the significantly mutated genes are already known cancer genes [2]. Fortunately, although even tumors within a specific subtype of cancer may be genetically diverse, the perturbed pathways are similar [1]. A promising direction is therefore combining genomic data with complementary data types to focus on these signaling pathways [2] and computationally searching for ‘driver pathways’ instead of individual driver genes.

Existing algorithms for analyzing cancer are unable to learn patient-specific driver pathways. Many algorithms find modules or subnetworks of altered genes [3–8] but produce a single set of modules for all tumors instead of tumor-specific predictions, limiting the potential for individualized therapies. PARADIGM [9] addresses this issue by combining multiple types of data to learn protein and pathway activity for each individual tumor. However, it relies on
fixed collections of pathways from pathway databases, which are inconsistent and incomplete even in model organisms like yeast [10] and can be altered by gain-of-function mutations [11].

De novo pathway discovery has been successful in other biological settings [10, 12–18], but previous approaches are not suitable for analyzing genomic alterations in cancer patients. Most pathway inference algorithms operate on a single set of input. In the cancer setting, this input is data from a single tumor, which makes it very difficult to determine which meaningful genes should compose the driver pathway amid the more numerous passenger mutations.

To overcome the noisiness of the input, we propose to discover tumor-specific driver pathways by leveraging the wealth of data that is available for other tumors of the same cancer subtype. Instead of learning pathways independently for all tumor samples we study all tumors simultaneously, constraining the predicted pathways to be similar. This idea is similar to what is known as multitask learning in other domains [19]. As we demonstrate in simulated settings and with real data from basal-like breast cancer tumors, such an approach can recover individualized driver pathways that contain common core elements that are relevant to the disease even though they may not be mutated in each tumor.

2. Methods

2.1. Prize-collecting Steiner forest

The prize-collecting Steiner forest (PCSF) algorithm [16] is a computational technique for de novo signaling pathway discovery. Given a biological network, such as a protein-protein interaction (PPI) network, and a set of proteins in the network that are believed to be relevant to a disease or condition of interest, PCSF returns a small subnetwork that connects a subset of the disease-related proteins with high-confidence paths. These paths typically reveal additional proteins termed ‘Steiner nodes’ that were not initially implicated as disease proteins but are useful in forming concise, trusted connections among the disease proteins. The discovered subnetwork is a forest, a collection of trees.

Formally, the PPI network is represented as a weighted graph $G(V,E)$ where $V$ is the set of proteins and $E$ is the set of interactions between those proteins. A cost function assigns a cost $c(e) > 0 \ \forall e \in E$ and a prize function $P$ assigns prizes $p(v) \in \mathbb{R} \ \forall v \in V$. Prizes are derived from biological data such as gene expression or quantitative proteomic data. $p(v) > 0$ indicates that the protein is biologically altered and should be included in the Steiner forest, if possible, with the magnitude indicating the degree of relevance to the disease or condition. $p(v) = 0$ denotes that there is no observed data for vertex $v$ or no prior reason to believe it is relevant to the disease, and such vertices compose the potential Steiner nodes. The discovered subnetwork is a forest, a collection of trees.

Formally, the PCSF optimization problem [16] is defined as

$$o(F) = \beta \sum_{v \in V_F} p(v) + \sum_{e \in E_F} c(e) + \omega \kappa$$

where $V_F$ and $E_F$ are the vertices and edges of the forest $F$ and $\kappa$ is the number of trees in the forest. $\beta$ is a parameter that controls the tradeoff between including prizes and avoiding expensive edges, and $\omega$ is a parameter that controls how many distinct trees are in the forest.

A PCSF instance can be transformed into a prize-collecting Steiner tree (PCST) instance.
by adding an artificial vertex \( v_0 \) that must be included in the Steiner tree and artificial edges 
\( E_0 = V \times \{ v_0 \} \) with \( c(e) = \omega \ \forall e \in E_0 \) [16]. Without loss of generality we can instead connect \( v_0 \) only to prize nodes, vertices for which \( p(v) > 0 \), because in an optimal solution any tree connected to \( v_0 \) must contain at least one prize. PCST is NP-hard so we recover an approximate solution using an efficient message-passing algorithm [13] that performs very well on benchmarks [20] and has been shown to be optimal in certain cases [20]. From the approximate PCST solution, we solve the original PCSF instance by deleting \( v_0 \) and its incident edges. In all analyses here, we set \( \omega = 1.0 \) to bias toward solutions with few connected components.

2.2. Multi-sample prize-collecting Steiner forest

The original PCSF formulation is designed for a single set of prizes from a single sample, condition, or patient. However, in many settings there are multiple samples that are expected to have some common properties even though the prizes may be very heterogeneous across the samples. This is particularly the case when the data are derived from patients who suffer from the same disease. In these cases, we would like to find a middle ground between two extremes. On the one hand, treating each patient in isolation ignores valuable data that can more accurately identify the common disease pathway. On the other, if we merge all the patient data, we miss patient-specific aspects of the disease. To address this challenge, we introduce the multi-sample prize-collecting Steiner forest (Multi-PCSF) problem.

We define ‘artificial prizes’ \( \phi \) (described below) that are derived from the frequency at which a node is included in forests for all the samples. By adding \( \phi \) to the sample-specific prizes, we introduce a link that constrains the forests to be similar but not identical. Below we introduce two alternative definitions for \( \phi \), one that tends to increase precision and one that promotes recall, and provide an algorithm to solve the Multi-PCSF problem.

Without loss of generality we assume that PCSF instances are transformed to PCST instances as described above. We further assume that \( \beta \) does not change during the execution of the algorithm, which allows us to redefine \( p(v) = \beta \hat{p}(v) \) before execution, where \( \hat{p}(v) \) are the original prizes from the biological data. We can then simplify Equation 1 to

\[
o(F) = \sum_{v \in V_F} p(v) + \sum_{e \in E_F} c(e)
\]  

which is a PCST instance whose solution can be transformed into a PCSF solution.

In the Multi-PCSF setting we have \( N \) samples and each sample \( i \in \{1, \ldots, N\} \) has its own prize function \( P_i \). The goal is to learn a collection of forests \( F = \{ F_1, \ldots, F_N \} \) that are constrained to be similar to one another yet still reflect the diversity of the prizes in each sample. We expand the objective to create a joint objective function over the collection of forests \( F \) and solve \( \arg\min_F o(F) \) where

\[
o(F) = \sum_{i=1}^{N} o(F_i) + \lambda \sum_{i=1}^{N} \sum_{v \in V_{F_i}} \phi(\alpha, v, p_i(v), F \setminus \{ F_i \})
\]  

The term \( o(F_i) \) refers to the single forest objective function (Equation 2). The function \( \phi \) is a new term that promotes similarity among all \( F_i \in F \) by introducing artificial prizes. The
parameter $\lambda$ controls the tradeoff between $F_i$ that is similar to the other forests versus $F_i$ that concisely explains the observed data for tumor sample $i$. The role of $\lambda$ is similar to how $\beta$ controls the tradeoff between prizes and edge costs in the original PCST formulation.

The first of the two definitions of $\phi$ uses positive artificial prizes

$$
\phi(\alpha, v, p(v), F) = \begin{cases} 
\alpha, & \text{if } p(v) = 0 \\
0, & \text{otherwise}
\end{cases}
$$

(4)

The positive artificial prizes provide rewards for including nodes that are common to many other forests. $1(v \in V_{F_i})$ is an indicator function that has the value 1 if forest $F_i$ contains vertex $v$. The artificial prize on $v$ is therefore determined by the fraction of other forests that contain $v$. The parameter $\alpha$ allows for non-linear relationships between the fraction and the artificial prize. As $\alpha$ grows, the vertices that are in many other forests will have larger artificial prizes relative to the vertices in few other forests.

To optimize Equation 3 we iteratively refine our estimates of the optimal forest for each sample given all other samples’ current forests for a fixed number of iterations (five here) or until $F$ converges. At the first iteration we set $\lambda = 0$ so that each optimal $F_i$ is independent of $F_j \forall i \neq j$ because there is no similarity constraint imposed. At all subsequent iterations, we update each $F_i$ individually in a sequential random order using the fixed current estimate of all $F \{ F_i \}$. Below we show how to update $F_i$ by formulating a new PCST instance with modified prizes. To derive the modified prizes we consider only the $i$th term of each summation in Equation 3 to approximately solve $\arg\min_{F_i} o_i(F)$.

$$
o_i(F) = o(F_i) + \lambda \sum_{v \notin V_{F_i}} \phi(\alpha, v, p_i(v), F \{ F_i \})
$$

(5)

$$
= \sum_{v \in V_{F_i}} p_i(v) + \sum_{e \in E_{F_i}} c(e) + \lambda \sum_{v \notin V_{F_i}} \phi(\alpha, v, p_i(v), F \{ F_i \})
$$

$$
= \sum_{v \in V_{F_i}} (p_i(v) + \lambda \phi(\alpha, v, p_i(v), F \{ F_i \})) + \sum_{e \in E_{F_i}} c(e)
$$

By substituting the definition of $o(F_i)$ from Equation 2 into Equation 5 and rearranging the terms we can define a new prize function $P'_i$ that adds artificial prizes to the original $P_i$

$$
p'_i(v) = p_i(v) + \lambda \phi(\alpha, v, p_i(v), F \{ F_i \})
$$

(6)

$$
= \begin{cases} 
\lambda \left( \frac{\sum_{i=1}^{\{ F \}} 1(v \in V_{F_i})}{|F \{ F_i \}|} \right) \alpha, & \text{if } p_i(v) = 0 \\
p_i(v), & \text{otherwise}
\end{cases}
$$

We obtain the new PCST instance that can be solved as described in Section 2.1.

$$
o_i(F) = \sum_{v \notin V_F} p'(v) + \sum_{e \in E_F} c(e)
$$

(7)
The alternative definition of $\phi$ uses negative artificial prizes, which encourage the algorithm to exclude potential Steiner nodes that appear in few other forests. We define

$$
\phi(\alpha, v, p(v), F) = \begin{cases} 
- \left( \sum_{i=1}^{|F|} 1(v \notin V_{F_i}) \right)^{\alpha} & \text{if } p(v) = 0 \\
0, & \text{otherwise}
\end{cases}
$$

(8)

The algorithm is otherwise identical except the updated prize function $P'_i$ becomes

$$
p'_i(v) = p_i(v) + \lambda \phi(\alpha, v, p_i(v), F \setminus \{F_i\})
$$

(9)

$$
= \begin{cases} 
- \lambda \left( \sum_{i=1}^{|F\setminus\{F_i\}|} 1(v \notin V_{F_i}) \right)^{\alpha} & \text{if } p_i(v) = 0 \\
p_i(v), & \text{otherwise}
\end{cases}
$$

2.3. Simulated data

In our first analysis, we generated a synthetic scale-free PPI network using the Barabási-Albert preferential attachment model [21] with 1000 total nodes, 10 initial nodes, and 10 edges per new node attached (9900 total edges). We created artificial pathways by initiating a depth-first search from a randomly selected root node in the graph. The search visited at most two children per node up to a maximum depth of five. Given a pathway with $m$ nodes and parameters $f$ (pathway fraction) and $n$ (noise level), we simulated patients by selecting $\lceil fm \rceil$ prizes from the pathway and $\lceil n \lfloor fm \rfloor \rceil$ noisy prizes (nodes that are not on the pathway) as mutated genes. For example, if we have a 1000 node network, $m = 25$, $f = 0.25$, and $n = 2.0$, we would randomly select 7 pathway members as true prizes and another 14 nodes from the 975 that are not pathway members as noisy prizes for each patient. All edges had a cost of 0.1, and we assigned a prize of 1.0 to all mutated genes.

We tested our Multi-PCS algorithm under a variety of parameter configurations and for various $f$ and $n$ (Section 3.1). We varied one parameter at a time and set all others to their default value (Table 1). For all configurations we tested positive and negative artificial prizes. In each Multi-PCS run, we simulated 25 patients per pathway and calculated the precision and recall (Equation 10) for each forest.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values tested</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1, 2, 3</td>
<td>2</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.25, 0.5, 1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.5, 1.0, 2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$f$</td>
<td>0.1, 0.25, 0.5, 1.0</td>
<td>0.25</td>
</tr>
<tr>
<td>$n$</td>
<td>0, 0.5, 1.0, 2.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>
precision = \frac{\text{correct predictions}}{\text{total predictions}} \quad \text{recall} = \frac{\text{correct predictions}}{\text{pathway members}} \quad \text{(10)}

2.4. Human data

We evaluated Multi-PCSF using two types of human data: canonical pathways and breast cancer data from 98 patients. For both human analyses we used physical PPI from STRING (version 9.0) [22]. Using the edge scores $s(e)$ from STRING, we removed low confidence interactions with $s(e) < 0.5$ and defined edge costs as $\max(0.01, 1 - s(e))$. We downloaded the ‘Epidermal Growth Factor Receptor Pathway’ (EGFR) from the Science Signaling Database of Cell Signaling [23], translating all pathway node names into gene symbols. Three non-protein nodes could not be mapped and retained their original names. We selected only a single gene symbol per gene family to maintain the original pathway topology. We downloaded National Cancer Institute-Nature Pathway Interaction Database (PID) pathways [24] and mapped UniProt ids to gene symbols. To calculate $P$-values for PID pathway enrichment, we used the right-tailed Fisher’s exact test. All $P$-values were corrected for multiple hypothesis testing by multiplying them by the number of hypotheses tested (Bonferroni correction).

We obtained The Cancer Genome Atlas (TCGA) breast cancer data from the Broad Institute’s Genome Data Analysis Center Firehose (April 21, 2013 analysis run). We considered only the 98 basal-like tumors defined in [25]. For each tumor $i$, we defined the prize on a gene to be $p_i(g) = p_i^{\text{mut}}(g) + p_i^\text{prot}(g)$ where $p_i^{\text{mut}}(g)$ is the number of non-silent mutations or indels in gene $g$ and $p_i^\text{prot}(g)$ denotes proteomic changes in the reverse phase protein array data. If an antibody exhibited a log$_2$ scale fold change with magnitude of at least 1.0, we set $p_i^\text{prot}(g)$ to be that magnitude and took the maximum magnitude when multiple antibodies mapped to a single gene. To simulate 100 patients in the EGFR pathway, we set $f = 0.25$ and $n = 10.0$ and generated noisy prizes as described above. We used $\alpha = 2$, $\beta = 1.0$, and $\lambda \in \{0.5, 1.0, 2.0, 5.0\}$. For the breast cancer analysis we set $\alpha = 2$, $\beta = 0.5$, and $\lambda = 1.0$.

2.5. HotNet analysis

We ran generalized HotNet (version 1.0.0) [5, 26], which takes a gene-gene influence matrix and a score on genes as input. We used the influence matrix packaged with HotNet, which is derived from the Human Protein Reference Database (HPRD) PPI network [27], and set the gene score to be $\sum_{i=1}^{N} p_i(g)$ where $N$ is the number of basal-like breast cancer tumors. We allowed HotNet to choose the optimal $\delta$ parameter, which it selected as $\delta = 0.05$, and used all other default parameters (1000 permutations, smin of three, and smax of ten). We defined ‘HotNet PID pathways’ as the five PID pathways that most significantly overlapped a HotNet subnetwork, which happened to be the same 864-gene HotNet subnetwork for all five.

3. Results

We tested Multi-PCSF in three increasingly challenging settings to demonstrate how sharing information across samples improves pathway recovery for each individual sample. In the first two test cases, we generated prizes from a known reference pathway and quantified how well
the pathway was recovered. In the third, we analyzed data from 98 patients with basal-like breast cancer tumors and showed that Multi-PCSF produces individualized representations of the signaling pathways that are perturbed in this breast cancer subtype.

3.1. Recovering simulated pathways

In order to quantitatively evaluate whether Multi-PCSF improves pathway recovery, we first simulated prizes for cancer samples with a common driver pathway. We simulated a 1000 node scale-free network, which reflects the topology of real PPI networks [28] and allowed us to run Multi-PCSF under a wide range of parameter configurations (solving 32500 PCST instances) to ensure its advantages are not limited to specific settings. We generated a driver pathway that would be altered in each tumor. We then randomly assigned prizes in each synthetic tumor sample to a fraction of the pathway members as well as a fraction of other proteins that are not on the pathway, which represent noisy passenger mutations. We ran baseline PCSF (which does not share information across samples) and Multi-PCSF and calculated precision and recall (Equation 10) for the nodes and edges of each forest. We assessed the average performance over ten synthetic pathways (Figure 1).

With very few exceptions, Multi-PCSF improves both the precision and recall under all tested parameter configurations. The improvements in recall, how much of the reference path-
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Fig. 1. Node and edge precision and recall for Multi-PCSF versus PCSF on simulated pathways. Positive and negative refer to the Multi-PCSF artificial prizes. Points above the red diagonal indicate instances where Multi-PCSF outperforms PCSF.
way is recovered, are especially notable. In the best case Multi-PCSF node recall is 3.5 times greater than PCSF and edge recall is 4.6 times greater. On this instance PCSF node recall is 0.28 signifying that for most synthetic tumors the prize nodes are the only pathway members that could be recovered. Multi-PCSF node recall is 0.98 — in most cases the entire pathway could be recovered. Positive artificial prizes yield greater improvements in recall than negative artificial prizes. With positive prizes, Multi-PCSF includes proteins that are shared by many other forests even if they are not needed to connect additional prize nodes. Conversely, with negative prizes Multi-PCSF is more likely to use such nodes as Steiner nodes but will not include them in a forest unless they help connect prize nodes.

3.2. Recovering the EGFR signaling pathway

Having established that Multi-PCSF can substantially improve pathway recovery in a simulated setting, we assessed its performance in a human PPI network. We selected the human EGFR pathway as the hypothetical driver pathway that was perturbed in a cohort of simulated tumors and applied both Steiner forest algorithms. The randomly generated prizes in this setting were much noisier than in the simulated pathway setting to better reflect the large number of passenger alterations per driver mutation in real cancer datasets. For every functional prize selected from the EGFR pathway, we added ten noisy prizes from elsewhere in the PPI network. We simulated 100 tumor samples, ran PCSF and Multi-PCSF, and calculated precision and recall (Figure 2). For Multi-PCSF we varied $\lambda$, which controls the strength of the constraint that requires forests to be similar to one another.

![Fig. 2. Precision-recall graphs for Multi-PCSF with positive and negative artificial prizes and baseline PCSF on the human EGFR pathway. The four Multi-PCSF points correspond to different values of $\lambda$.](image)

In the EGFR setting, PCSF node precision is only 0.065 and edge precision is 0.022 because even the noisy prizes could often be connected to the EGFR pathway members. By sharing information across samples, Multi-PCSF is better able to discern which prizes are spurious and which potential Steiner nodes are preferable because they are perturbed in other samples. With positive artificial prizes, proteins that are members of other forests (as either prize nodes
or Steiner nodes) are introduced as Steiner nodes. This enhances recall, which increases with \( \lambda \), culminating in a 2.0 times improvement in node recall and 1.9-fold edge recall improvement when \( \lambda = 5.0 \). The maximum node recall attained is 0.90. Even in this difficult setting, nearly all proteins on the pathway can be extracted from the PPI network at the expense of a decrease in precision. Parallel paths in the EGFR pathway cannot be captured by our inferred forests, which suggests that edge recall could potentially be further improved by applying perturbation techniques that merge multiple forests and produce more general topologies [16].

With negative artificial prizes, Multi-PCSF excludes proteins that are not useful in other forests, which boosts precision. When \( \lambda = 5.0 \) and negative prizes are used, Multi-PCSF node precision is 2.1 times greater than PCSF and edge precision is 5.4 times greater. In addition, when using a weaker similarity constraint (\( \lambda = 0.5 \)), Multi-PCSF exhibits superior precision as well as a small improvement in edge recall.

### 3.3. Pathways in breast cancer

To assess Multi-PCSF’s ability to interpret and suggest mechanistic hypotheses about real clinical data we applied it to TCGA breast cancer data [25], inferring the pathways perturbed in these tumors and their common and unique components. Because cancer subtypes defined by mRNA expression similarity are likely to share common driver pathways, we focus on only the basal-like breast cancer subtype (98 tumors). We calculated prizes using the TCGA non-silent mutations and proteomic data. Other data types such as copy number alterations can easily be integrated into our analysis, and we have previously shown how to combine epigenomic features and mRNA expression to place prizes on transcription factors [17]. Some of the tumors had sparse prizes so we used positive artificial prizes in Multi-PCSF to leverage its ability to construct more complete pathways based on alterations in other tumors.

Multi-PCSF achieves our goal of discovering pathways that have a common core structure and many individual characteristics connected to the core that reflect the diverse manners in which the driver pathways are affected in each tumor (Figure 3). The shared core is composed of 198 nodes (8.30% of all nodes appearing in any forest) that are present in all 98 forests. This core likely contains pathways that are altered in all patients despite their heterogeneous mutations. For example, we recover basal-like breast cancer-related proteins such as ATM, BRCA1, BRCA2, MYC, RB1, and TP53 [25]. In addition, we find HIF1A in the common core, consistent with the fact that high HIF1A pathway activity is a key feature of basal-like breast cancers [25]. By jointly analyzing all patients we find potential therapeutic targets that would have been missed in individual analyses. Two genes, ARHGDIA and SMAD2, do not appear in any forests when PCSF is run independently on each sample but appear in the Multi-PCSF common core. ARHGDIA encodes the protein RhoGDI-1, which is overexpressed in breast cancer and blocks chemotherapy drug-induced apoptosis in cancer cells [29]. SMAD2 knockdowns in breast cancer cells suggest it is a tumor suppressor [30].

Although many nodes are identical across the forests, the edges used to connect those nodes to each other vary as only 39 edges (1.36%) are common to all forests. Beyond the shared core, 1411 nodes (59.14%) and 1712 edges (59.55%) appear in only one forest. 917 nodes are Steiner nodes in at least one forest, including all nodes in the common core and 435 nodes
Fig. 3. The heat map summarizes all 98 Multi-PCSF forests. Each row represents the forest for a particular tumor sample and depicts which nodes are collected prizes (red), Steiner nodes (blue), and absent (white).

that are present in multiple but not all forests. The variation among the forests demonstrates that even tumors within a single subtype cannot be represented by a single pathway structure.

HotNet [5, 26] is an algorithm for discovering PPI subnetworks that are significantly affected in a cancer dataset. We applied generalized HotNet to the basal-like tumor data, providing HotNet’s HPRD-derived gene-gene influence matrix and the same mutation- and proteomic-based prizes as input. HotNet returned 109 subnetworks. One large subnetwork contained 864 proteins and the other subnetworks had two to seven members. HotNet’s subnetworks significantly overlap PID pathways (Table 2), which we refer to as HotNet PID pathways (Section 2.5), demonstrating that HotNet can reveal which reference pathways are relevant in a cancer subtype. However, because it produces a single list of subnetworks for the entire subtype and does not reveal hidden pathway members (the equivalent of Steiner nodes in PCSF), it is difficult to use HotNet to generate mechanistic hypotheses or guide individualized treatment. Although HotNet would produce different results if we tune its parameters to generate smaller subnetworks or use an influence matrix derived from the STRING PPI network, these fundamental differences between HotNet and Multi-PCSF would remain.

Multi-PCSF not only recovers forests that capture the same annotated pathways as HotNet, but it also presents custom versions of those pathways for each tumor, which better

<table>
<thead>
<tr>
<th>HotNet PID pathway</th>
<th>HotNet subnetwork overlap corrected P</th>
<th>Only Multi-PCSF</th>
<th>Better Multi-PCSF</th>
<th>Worse Multi-PCSF</th>
<th>Only PCSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>SHP2 signaling</td>
<td>9.36 E-10</td>
<td>65</td>
<td>33</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>IL2-mediated signaling events</td>
<td>2.97 E-9</td>
<td>36</td>
<td>62</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Signaling events mediated by Stem cell factor receptor (c-Kit)</td>
<td>3.08 E-9</td>
<td>29</td>
<td>69</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Integrins in angiogenesis</td>
<td>7.80 E-9</td>
<td>60</td>
<td>38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GMCSF-mediated signaling events</td>
<td>4.23 E-8</td>
<td>45</td>
<td>53</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
enables follow-up biological analysis. In many cases standard PCSF does not recover the reference pathways affected in the basal-like subtype because it does not leverage data from related tumors. For all tumors where the PCSF forest is significantly enriched with a PID pathway, the enrichment is stronger after sharing information with Multi-PCSF (Table 2). Individualized representations of the PID pathways, such as ‘Signaling events mediated by Stem cell factor receptor (c-Kit)’, could potentially lead to new therapeutic strategies for subsets of the basal-like breast cancer cases. KIT abnormalities have been implicated in several other cancers [31], and KIT-positive gastrointestinal stromal tumors have been approved for Gleevec (imatinib) treatment [32]. Post-processing procedures for prioritizing Steiner tree members have shown that highly-ranked Steiner nodes validate in vitro [17] and can be applied here to guide subsequent analysis of the individual pathway predictions.

4. Discussion

The prize-collecting Steiner forest algorithm is a powerful approach for integrating genomic, proteomic, transcriptional, and epigenomic data to reconstruct signaling pathways. Our multi-sample extension enables PCSF to analyze heterogeneous data, where prizes vary greatly across a collection of samples, and to exploit information from related samples despite the prize-level dissimilarities. Multi-PCSF is an especially pertinent tool for large-scale cancer profiling studies because the most frequently recurring alterations have already been identified (leaving the non-recurrent abnormalities for further interpretation) and we seek to understand the unique causes of oncogenesis in each tumor. The artificial prizes introduced in Multi-PCSF facilitate constructing accurate patient-specific driver pathways despite the presence of numerous passenger mutations by promoting genes that are driver pathway members in other tumors. Algorithms like HotNet can reveal which processes are affected in a patient cohort but do not guide individualized treatment (although recent diffusion-based algorithms [33] aim to lift this limitation). Multi-PCSF is also widely applicable beyond cancer and can model data from noisy biological replicates without initially aggregating all replicates, study responses to a collection of stimuli [34], or compare the immune responses to related viruses [15].
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The two-hit model of carcinogenesis provides a valuable framework for understanding the role of DNA repair and tumor suppressor genes in cancer development and progression. Under this model, tumor development can initiate from a single somatic mutation in individuals that inherit an inactivating germline variant. Although the two-hit model can be an overgeneralization, the tendency for the pattern of somatic mutations to differ in cancer patients that inherit predisposition alleles is a signal that can be used to identify and validate germline susceptibility variants. Here, we present the Somatic-Germline Interaction (SGI) tool, which is designed to identify statistical interaction between germline variants and somatic mutational events from next-generation sequence data. SGI interfaces with rare-variant association tests and variant classifiers to identify candidate germline susceptibility variants from case-control sequencing data. SGI then analyzes tumor-normal pair next-generation sequence data to evaluate evidence for somatic-germline interaction in each gene or pathway using two tests: the Allelic Imbalance Rank Sum (AIRS) test and the Somatic Mutation Interaction Test (SMIT). AIRS tests for preferential allelic imbalance to evaluate whether somatic mutational events tend to amplify candidate germline variants. SMIT evaluates whether somatic point mutations and small indels occur more or less frequently than expected in the presence of candidate germline variants. Both AIRS and SMIT control for heterogeneity in the mutational process resulting from regional variation in mutation rates and inter-sample variation in background mutation rates. The SGI test combines AIRS and SMIT to provide a single, unified measure of statistical interaction between somatic mutational events and germline variation. We show that the tests implemented in SGI have high power with relatively
modest sample sizes in a wide variety of scenarios. We demonstrate the utility of SGI to increase the power of rare variant association studies in cancer and to validate the potential role in cancer causation of germline susceptibility variants.

1. Introduction

In 1971, Alfred Knudson proposed the two-hit hypothesis for retinoblastoma, demonstrating that the distribution of age-of-onset for familial retinoblastoma cases was consistent with inheritance of a germline variant followed by a somatic mutation, while age-of-onset for sporadic cases was consistent with two independent somatic mutations\textsuperscript{1}. The gene responsible for this process was identified 15 years later as \textit{RB1}, the first tumor suppressor gene\textsuperscript{2,3}. The two-hit hypothesis is now the classic model for DNA repair and tumor suppressor genes, which follow a dominant mode of inheritance but are typically recessive at the cellular level. This model provides a useful framework for understanding cancer predisposition, although DNA repair and tumor suppressor genes can be either dominant or recessive at the cellular level, depending on the context. Germline mutations in the tumor suppressor gene \textit{TP53} follow both one- and two-hit models in Li-Fraumeni syndrome, with some inherited genetic causes resulting from cellular recessive loss-of-function nonsense variants and others resulting from dominant gain-of-function missense variants\textsuperscript{4}. The DNA repair genes \textit{BRCA1} and \textit{BRCA2} variants are also either recessive or dominant at the cellular level depending on the type of cancer, with complete loss of the wild type allele in ovarian cancer but occasional haplo-insufficiency in breast cancer\textsuperscript{5}. In general, inherited variants in the tumor suppressor gene \textit{APC} are recessive at the cellular level in colorectal cancer\textsuperscript{6}, but can exert dominant effects that can lead to chromosomal instability\textsuperscript{7}. In contrast to DNA repair and tumor suppressor genes, oncogenes are generally dominant at both the germline and cellular levels, and thus tend to follow a one-hit model. Nonetheless, there are a number of examples of oncogenes that follow a two-hit model\textsuperscript{8}. Thus, although one- and two-hit models are sometimes overgeneralizations, many genes display a pattern of somatic mutational events in tumors that occur more or less frequently than expected among individuals that carry particular germline susceptibility variants.

Next-generation sequencing now provides efficient, high-coverage interrogation of nearly the entire genome and is revolutionizing our understanding of somatic mutational events that drive tumorigenesis\textsuperscript{9-11}. The use of next-generation sequencing to identify rare germline variants that influence cancer risk also holds great promise but is fundamentally a more difficult problem given that purifying selection ensures that intermediate-penetrance germline variants are usually very rare. A number of rare variant association tests have been developed recently to identify disease-susceptibility genes from case-control next-generation sequence data. The primary advantage of these methods over traditional approaches is that they aggregate rare variants to perform a single statistical test for each gene, which greatly increases power while reducing the multiple testing burden. However, as we have previously shown, although rare variant association tests greatly improve statistical power, studies involving thousands of cases and controls will likely be needed to identify novel gene associations for common cancers\textsuperscript{12-14}. The tendency for somatic mutational events to occur more or less frequently than expected given the presence of a germline
susceptibility variant is an additional piece of evidence that can aid in the search for novel gene-cancer susceptibility associations or in the validation and characterization of candidate germline susceptibility variants. The primary motivation of this work is to provide a framework for identifying these statistical interactions between somatic and germline variation in a high-throughput manner that takes advantage of available bioinformatic tools and existing next-generation sequencing capacity. The methods we present are implemented in the Somatic Germline Interaction (SGI) tool.

SGI analyzes next-generation sequencing data from tumor-normal tissue pairs and normal tissue in matched controls to determine whether germline variation in a gene or pathway statistically interacts with the occurrence of somatic events. The two-hit model describes one process that can result in statistical interaction, in which two damaged copies of a gene are required to initiate tumorigenesis. If the two-hits model holds, then the tumors of cancer patients with a deleterious germline variant in a driver gene are likely to have a second somatic mutation event in the same gene. Another process that can result in statistical interaction involves cis-acting germline variants that can greatly increase the somatic mutation rate in the local genomic region. SGI identifies candidate germline susceptibility variants by interfacing with the Variant Annotation, Analysis and Search Tool (VAAST). The rare variant association test in VAAST incorporates amino acid substitution severities, phylogenetic conservation, and the distribution of allele frequencies in cases and controls to variants and genes that are likely to influence disease susceptibility. After identifying individuals in the study with candidate germline variants, SGI then analyzes tumor-normal pair sequence data to evaluate whether somatic mutational events occur more or less frequently than expected by testing the null hypothesis that the occurrence of somatic events is independent of the presence or absence of germline variation.

We divide somatic mutational events into two categories: somatic mutations and preferential allelic imbalance. SGI implements the Allelic Imbalance Rank Sum (AIRS) test to evaluate evidence for preferential allelic imbalance. Specifically, within each gene or pathway, AIRS tests whether the chromosomes harboring putatively deleterious germline mutations are preferentially amplified in tumor tissues. Allelic imbalance is an important signal of somatic mutations resulting from copy number variants (CNVs) or loss-of-heterozygosity (LOH) that has been used to identify and validate modest penetrance germline-cancer associations in both humans and mice. In addition to allelic imbalance, SGI also evaluates whether somatic mutations occur more or less frequently than expected in the tumors of individuals that harbor putatively deleterious germline mutations using the Somatic Mutation Interaction Test (SMIT). SMIT only considers single nucleotide and small indel somatic mutations that do not result in LOH or CNVs in a large genomic region, as these larger somatic events are evaluated by allelic imbalance evidence. SGI also combines AIRS and SMIT to provide a single unified framework to detect statistical interaction between germline and somatic variation.

SGI has a number of potential applications. For known germline-susceptibility genes, SGI can validate germline variants of unknown significance. For genes that are known to be significantly mutated in tumors but not known to play a role in cancer predisposition, SGI can search for novel
germline variant associations. SGI can also identify novel cancer-associated genes that would be much more difficult to detect than germline case-control studies or somatic mutational analysis alone due to rarity and/or effect size. Here, we present the methods implemented in SGI and evaluate the performance of the tool in a wide variety of scenarios.

2. Methods

2.1. Identifying candidate germline variants

SGI processes VAAST output files to identify individuals with candidate germline susceptibility variants. For each gene, any variant that has a VAAST score of greater than 0 is identified as a candidate. SGI then performs the AIRS and SMIT tests based on the binary classification of individuals with and without candidate germline susceptibility variants. The VAAST score threshold is a tunable parameter. Other association tests can be supported, but require combining the association test results with a variant classifier – such as SIFT\textsuperscript{25,26}, PolyPhen-2\textsuperscript{26}, Align-GVGD\textsuperscript{27,28}, or VAAST 2.0\textsuperscript{12} – to identify candidate susceptibility variants. For the AIRS and SMIT tests below, set $A$ contains the affected individuals with candidate germline susceptibility variants, and set $B$ contains all other affected individuals.

2.2. AIRS

AIRS evaluates candidate germline susceptibility variants to test for preferential allelic imbalance. For each individual $i$ at site $j$, we use the raw somatic read counts for the reference and non-reference allele for each germline heterozygous to calculate the binomial one-tail probability, $p_{ij}$, that the allele frequency of the non-reference allele is greater than 0.5. To control for inter-sample variation in the distribution of allelic imbalance throughout the genome, we transform $p_{ij}$ to the percentile rank, $f_{ij}$, using the empirical distribution function of binomial p-values among all variant sites throughout the genome for each individual. This transformation does not necessarily require whole-genome data and should effectively control for inter-sample variation in genome-wide levels of allelic imbalance in targeted gene panels that include as few as 50 genes. To control for differences in the level and distribution of allelic imbalance throughout the genome, we restrict the test to variants in or around the gene of interest (by default, all variants between the beginning of the first and the end of the last exon). Let $G$ equal the set of variants around the gene, and let $C$ equal the subset of candidate germline susceptibility variants. Our test statistic is a Wilcoxon-Mann-Whitney U that compares values of $f_{ij}$ for candidate variants to all other variants in the gene among individuals that do not carry a candidate germline variant:

$$U = \sum_{i \in A} \sum_{j \in G \cap \{f_i\}} \sum_{k \in B} \sum_{l \in G \cap \{f_k\}} I(f_{ij} > f_{kl}) - \frac{\nu_A (\nu_A + 1)}{2},$$

(1)

where $\nu_A$ is the total number of candidate alleles. When the sample size of either group is under 20, the exact one-tail null probability is calculated. Otherwise, a normal
approximation is assumed.

Although we include only candidate germline alleles from individuals in set A, we include all heterozygous germline alleles from individuals in set B. Including multiple variants from an individual is a violation of the independence assumption in the U test, given that the observation of allelic imbalance in one variant would alter the expected distribution of read counts for other variants in the region. However, in our tests, we observed a modest increase in power and no inflation in Type I error by including all variants from B for sample sizes as small as 40. The inclusion of all heterozygous germline alleles is designed to detect subtle signals of allelic imbalance resulting from low levels of tumor purity or multiclonality. If the allelic imbalance signals are infrequent yet unambiguous, a more powerful alternative is to only include alleles in the rank sum test that are on the tails of the binomial distribution (e.g., $p_i$ less than 0.05 or greater than 0.95). These thresholds can be set as optional parameters.

We evaluated two allelic imbalance metrics other than the binomial, the proportion of non-reference alleles and a one-sided Fisher’s exact test comparing read counts between normal and somatic tissue. The proportion of non-reference alleles suffered from an inability to account for differences in coverage depth. The Fisher’s exact test had the advantage of controlling for allele-specific read count biases that are present in both the normal and somatic data, but this was offset by a modest reduction in power. More sophisticated methods that incorporate haplotype information to test for allelic imbalance, such as Haplotype Amplification in Tumor Sequences (HATS)\textsuperscript{29} or Haplotype LOH (hapLOH)\textsuperscript{30}, may provide a replacement to the binomial in the future. In all cases, the raw allelic imbalance metric should be transformed using the empirical distribution function for each individual to control for inter-sample variation in the level of allelic imbalance throughout the genome.

2.3. SMIT

SMIT is designed to evaluate whether somatic mutations occur more or less frequently than expected for individuals with a candidate germline susceptibility variant in a gene or pathway of interest. More generally, SMIT tests for statistical interaction between somatic mutation frequencies and any binary classifier in a defined genomic feature. SMIT addresses the same general question as the Clinical Correlation Test (CCT) in the Mutational Significance of Cancer package (MuSiC)\textsuperscript{31}, but provides the additional advantage of controlling for inter-sample variation in the somatic background mutation rate. Because the same genomic regions are evaluated in the two sample groups, the method is robust to heterogeneity in the mutational process between genomic regions, which is a major potential source of false-positives when searching for cancer-associated genes\textsuperscript{10}.

Let $M$ equal the set of individuals with at least one somatic mutation observed in the genomic feature (typically gene). Let $t_i$ equal the total number of somatic mutations throughout the genome for sample $i$, and let $l$ equal the proportional length of the gene in base pairs relative to the total sequenced region of the genome. For each sample $i$, we estimate the background mutation rate at the gene by the approximation $r_i = t_i \times l$. Let $s_A$ and $s_B$ equal the probability for sets $A$ (affected individuals with candidate germline susceptibility variants) and $B$ (all other individuals),
respectively, that a somatic mutation occurs in the gene through a process that is unrelated to the background mutation rate, which approximates the somatic driver mutation rate. SMIT tests the null hypothesis that \( s_A = s_B \) against the alternative hypothesis that \( s_A \neq s_B \) using a likelihood ratio test:

\[
\Lambda = \prod_{i \in M} r_i + (1 - r_i) \hat{s}_A \prod_{i \in (A \backslash M)} (1 - r_i)(1 - \hat{s}_A) \prod_{i \in A \cap M} r_i + (1 - r_i) \hat{s}_A \prod_{i \in B \cap M} (1 - r_i)(1 - \hat{s}_B) \prod_{i \in (B \backslash M)} (1 - r_i)(1 - \hat{s}_B). \tag{2}
\]

We estimate the maximum likelihood of \( s, s_A, \) and \( s_B \) using a grid search. Note that when \( r_i \) does not vary between samples and the maximum likelihood of \( s, s_A, \) and \( s_B \) are all greater than 0, Eq. 2 collapses to a multinomial likelihood ratio test. We estimate the significance level of the two-tailed test using a chi-square approximation \((-2\ln\Lambda \sim \chi^2_1\)). We also implement one-sided tests by applying the appropriate transformations to the significance levels of the two-sided test. The one-tailed test \( s_A > s_B \) evaluates a cellular recessive (or partially recessive) two-hit hypothesis and the one-tailed test \( s_B > s_A \) evaluates a cellular dominant (or partially dominant) one-hit hypothesis.

### 2.4. Somatic-Germline Interaction (SGI) Tool

SGI implements both AIRS and SMIT, and also combines the two tests to evaluate two- and three-hit hypotheses using a Fishers Combined Probability Test (FCPT). We refer to the combined AIRS-SMIT test as the SGI test. We also use the FCPT to perform the VAAST-AIRS, VAAST-SMIT, and VAAST-SGI tests in Figure 4.

### 2.5. Datasets

The breast cancer samples used in Figures 1 and 3 are from Complete Genomics (CG) whole-genome sequence data of a tumor-normal pair\(^{32}\). This sample exhibited high levels of allelic imbalance throughout the genome, with 77% of heterozygous germline SNPs having a somatic allele frequency significantly different from 0.5 at the 0.05 level. In Figures 1 and 4, we used the breast cancer sequence data to establish a distribution of read counts to represent next-generation sequence data in tumors. For individuals without candidate germline susceptibility alleles (group B), we sampled 50 Kb segments with replacement from the breast cancer whole-genome data. To represent the marker density of whole-exome data (approximately 2% of the genome), we performed rejection sampling on each heterozygous germline variant, rejecting each variant with probability 0.98. The top half of Figure 1 was based on the tumor tissue data and represents loci with relatively high levels of allelic imbalance in group B. The bottom half of Figure 1 was based on the normal tissue data and represents loci with very low levels of allelic imbalance in group B. For candidate germline susceptibility alleles in Figure 1 (group A), we simulated the distribution of read counts using the following procedure: For each candidate germline variant in each individual, we first designated it as preferentially amplified with probability \( q \) (between 0.1 and 1). Note that the proportion of samples with higher frequency of the preferred allele is approximately
where \( b \) is the proportion of variants with a higher frequency for the preferred allele in group B (Figure 1). The read counts of alleles not designated as preferentially amplified were randomly sampled from breast cancer whole-genome data. For the remaining variants, we set the total number of reads to a Poisson random variate, \( t \), with mean equal to 52 to match the mean read count in the normal tissue whole-genome data. We then set the expected proportion of the preferred allele, \( w \), to between 0.6 and 1 and the number of non-reference to a binomial random variate with parameters \( t \) and \( w \). In Figure 4, the breast cancer ATM case-control sequence data in Figure 4 is from a meta-analysis described in \(^{15} \). The genomic variants in group B were simulated by sampling 50 Kb segments from the breast cancer whole-genome data, and the variants in group A were simulated using the same protocol as Figure 1, with \( w \) equal to 1.

3. Results

We evaluated the performance of AIRS, SMIT, and SGI across a range of parameter values using a combination of simulated data and bootstrapped next-generation sequencing datasets (see Methods). In each comparison, we divide the cases into two groups, the normal group and the candidate germline group, representing individuals with and without candidate germline susceptibility variants, respectively.

To benchmark AIRS, we simulated the distribution of read counts according to the parameters in Figure 1 for the candidate germline group. For the normal group, we sampled whole-genome sequence data from the breast cancer tumor-normal pair. We evaluated two scenarios for the normal group, one with very low rates of allelic imbalance and one with relatively high levels of imbalance (see Figure 1). When the level of allelic imbalance in the normal group is low, preferential allelic imbalance in the candidate germline group is easier to detect, but AIRS performs well in both scenarios when 40 or more individuals are included in the candidate germline group or when the proportion imbalanced reads for the preferred allele is high. For example, with complete amplification of the preferred allele, AIRS has approximately 99% power

![Figure 1. Power of AIRS to detect preferential allelic imbalance with \( \alpha \) of 0.05. Sample size for group A ranged from 2 to 50. Sample size for group B was 200. The expected proportion of preferential amplification summarizes information about both the proportion of true positive germline susceptibility variants and the proportion of true positives that are preferentially amplified.](image)
at the significance level ($\alpha$) of 0.05 with a sample size of only two individuals in the candidate germline group for both scenarios. Because AIRS is designed to detect preferential allelic imbalance, it cannot be used to search for genes that tend to follow a one-hit model.

The performance of SMIT depends heavily on the frequency of somatic mutations in the gene. When the mutation frequency is high in the normal group (e.g. 0.5 for APC and colorectal cancer)\textsuperscript{11}, SMIT can detect both relative increases and decreases in the candidate germline group (Figure 2). In contrast, when the mutation frequency is very low in the normal group, SMIT can only detect mutation frequency increases in the candidate germline group. Thus, genes that follow a one-hit model can only be detected if somatic mutations are common or if the sample sizes are large. In contrast, genes that strictly follow a 2-hit model can be detected with nearly 100% power at $\alpha = 0.05$ with sample sizes of just 10 individuals in the candidate germline group, although the detection of subtle increases in mutation frequency require substantially larger sample sizes.

SMIT is designed to control for inter-sample variation in background mutation rates between samples, which can vary by three orders of magnitude\textsuperscript{10}. Systematic differences in background mutation rates between the candidate germline group and control group can result from random sampling or differences in sample collection strategies. To investigate this problem, we performed simulations with identical somatic driver mutation rates but highly differentiated background somatic mutation rates between the candidate germline group and the control group. We found SMIT properly controlled for Type I error (Figure 3A). In comparison, a Fisher exact test (e.g. CCT in MuSiC\textsuperscript{31}) exhibited a highly inflated Type I error rate (Figure 3B).

SGI is designed to interface with VAAST to increase the power of a rare variant association study by combining case-control and tumor-normal pair sequence data. To demonstrate the utility of this approach, we analyzed a breast cancer case-control sequencing dataset of the gene ATM in VAAST, and then applied SGI to evaluate the potential change in performance. We set the number of individuals in the candidate germline group equal to the number of individual variants that had a positive VAAST score from the ATM results. We set the frequency of somatic mutations in the normal group to 5%, which is the reported frequency of ATM mutations in basal-like breast cancer\textsuperscript{9}. For the candidate germline group, we varied the frequency of somatic mutations in the candidate germline group from 0 to 0.5 and set the frequency of preferential allelic imbalance

![Figure 2. Power of SMIT to detect statistical interaction between germline variation and somatic small indel and point mutations at $\alpha = 0.05$. A) Sample size of group A is 10 individuals, and B) sample size of group A is 100 individuals. Sample size for group B was 200.](image)
equal to the somatic mutation frequency. For each individual, preferential allelic imbalance and somatic mutation were mutually exclusive events. Figure 4 reports the sample size needed to achieve 80% power using SGI alone (4A-4B) and in combined VAAST-SGI analyses (4C). When somatic mutational events are common, combining VAAST with SGI can result in dramatic reductions in required sample sizes.

4. Discussion

SGI incorporates several measures to avoid artifactual findings that can result from studies of somatic mutational events due to heterogeneity in the mutational process\textsuperscript{10}. Because all comparisons are restricted to the same genomic regions, we avoid issues resulting from regional variation in mutation rates across the genome, which is the most critical source of mutational heterogeneity\textsuperscript{10}. The transformation of binomial probabilities to empirical probabilities for each individual in the AIRS test allows subtle signals from low purity tumor samples to be combined with stronger signals from pure tumor samples while preserving power and controlling for intersample variation in genome-wide levels of allelic imbalance. AIRS is comparable to the Amplification Distortion Test (ADT) in that both tests are designed to detect preferential allelic imbalance, with AIRS designed for next-generation sequence data and ADT designed for high-density SNP microarray data\textsuperscript{33}. SMIT tests for differences in the frequency of somatic mutational events between two groups at the same locus. SMIT performs the same role as the CCT test in MuSiC\textsuperscript{31}, but additionally controls for inter-sample variation by incorporating sample-specific background mutation rates.

The tests we present here are well powered for a broad range of realistic scenarios. Studies of preferential allelic imbalance have reported the proportion of samples with higher frequency of the preferred allele of over 60\% in colorectal cancer for a common susceptibility SNP at 8q24.21\textsuperscript{21}, 70\% in colorectal cancer tumors for a familial susceptibility variant in \textit{AURKA}\textsuperscript{20}, over 80\% in glioblastoma for common susceptibility SNPs in the \textit{LHFPL3} gene\textsuperscript{15}, and 80\%, 90\%, and 100\%, respectively, for skin tumor susceptibility haplotypes in \textit{Skts6}, \textit{Skts1}, and \textit{Skts2} in mice\textsuperscript{22-24}. Figure

![Figure 3. Observed versus expected p-values of two tests of germline-somatic interaction: A) SMIT and B) Fisher exact test (e.g. CCT\textsuperscript{31}). Expected background mutation rate was 0.01 in the control group and 0.1 in the candidate germline group. Somatic driver mutation rate was 0.1 in both groups. Results generated from 100,000 simulations.](image-url)
1 demonstrates that the sample sizes needed for AIRS to detect such signals are generally modest. For example, when 70% of samples have a higher frequency of the preferred allele, AIRS can detect preferential allelic imbalance with over 85% power from a sample of 20 individuals with germline susceptibility variants and a comparison group of 200 individuals. Unlike allelic imbalance, which can be detected from SNP microarray data, most somatic mutations can only be detected with sequence data, and thus, fewer studies of somatic mutation-germline interaction have been conducted. However, promising examples include a 10-fold increase in somatic mutations (from approximately 5% to approximately 50%) in a specific region of APC among carriers of a particular germline susceptibility variant in human colorectal cancer\(^{34}\), and an 88% somatic mutation rate in carriers of the Skts2 susceptibility haplotype in mice\(^{23}\). Both scenarios could be detected by SMIT with greater than 80% power with a sample of only 10 individuals with candidate germline variants an a comparison group of 200 individuals (Figure 2).

The example of ATM and breast cancer in Figure 4 provides an illustration of how SGI can be combined with VAAST to identify novel cancer-gene associations and to yield new insights for known associations. ATM is not a classic two-hit tumor suppressor gene. Some rare missense germline variants have a dominant gain-of-function effect, and nonsense germline variants are reported to primarily increase the risk of breast cancer via haplo-insufficiency\(^{13,35}\). However, reports of rare ATM germline mutations and loss of the wild-type allele in tumors\(^{35}\) is suggestive of potential germline-somatic interaction with ATM and breast cancer\(^{36}\). Figure 4 illustrates the sample size needed to conclusively detect a somatic-germline interaction effect using AIRS, SMIT, or SGI given a range of possible effect sizes. Figure 4 also demonstrates how SGI can be combined with VAAST to reduce the sample size needed to identify novel cancer-gene associations from next-generation sequence data for genes that have patterns of variation similar to ATM in breast cancer.

In a number of reported scenarios, preferential amplification tends to occur in conjunction with somatic mutations in a three-hit model, involving a germline susceptibility variant, a somatic point mutation on the same haplotype, and a subsequent CNV or LOH event that amplifies both the germline and somatic variants\(^{16-18,23}\). JAK2 and myeloproliferative neoplasms provides one such example. Somatic mutations preferentially occur on haplotypes with germline risk variants in JAK2 80% of the time, and frequent third-hit somatic events result in homozygosity for both the

![Figure 4](image-url)
germline risk allele and the somatic mutation. One potential explanation for this three-hit model is that cis-acting germline variants create a hypermutable region of the gene and that the subsequent somatic mutations are then amplified by the second somatic event, after which the somatic mutation (driver) and germline variant (passenger) increase in frequency together by selection. This mechanism has been demonstrated experimentally in mice, and the T->A germline variant at APC nucleotide position 3920 has been reported as an example of a cis-acting hypermutable phenotype that leads to colorectal cancer in humans. A second explanation for this three-hit model is that somatic mutations functionally interact in cis with specific germline variants and require the presence of a germline variant to promote tumorigenesis. By combining evidence for preferential allelic imbalance and the occurrence of somatic mutations, SGI is well suited for detecting genes that follow a three-hit model.

SGI is designed to detect statistical interaction between somatic mutational events and germline variation from next-generation sequence data. SGI is compatible with existing variant call formats (vcf and CG tsv) and interfaces with VAAST and other variant classifiers to identify candidate germline susceptibility variants in a high-throughput manner. The AIRS test evaluates evidence for preferential allelic imbalance from next-generation sequence data and allows for combined testing of multiple variants in a gene while controlling for inter-sample variation in tumor purity and genome-wide levels of allelic imbalance. SMIT evaluates evidence for statistical interaction between candidate germline susceptibility variants and somatic SNVs and small indels while controlling for inter-sample variation in background mutation rates. SGI combines AIRS and SMIT to provide a unified measure of statistical interaction between candidate germline susceptibility variants and the occurrence of somatic mutational events. SGI can be used to help demonstrate a causal role for candidate germline susceptibility variants or can be combined with rare-variant association tests to increase the power to identify cancer-gene associations.

5. Software

SGI can be found at www.hufflab.org/software/#sgi and is freely available for academic use.
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Keywords: Cancer cell lines, pharmacogenomics, machine learning, predictive modeling.

1. Introduction

Molecular analysis of cancer has revealed that tumor subtypes differ in pathway activity, progression, and chemotherapeutic response, leading to the development of therapeutic approaches with demonstrated efficacy in molecularly defined cancer subtypes [1-4]. Human cancer cell lines represent an attractive pre-clinical system for identifying molecular characteristics of tumors predictive of therapeutic response.

Recently, two ambitious initiatives, named the cancer cell line encyclopedia [5, 6] and the genomics of drug sensitivity projects [7] have performed large-scale small molecule screens on
panels of hundreds of molecularly characterized cancer cell lines. Both studies also demonstrated that employing modern machine learning algorithms to develop predictors of drug response based on molecular profiling measurements of each tumor could effectively identify known pharmacogenomic predictive biomarkers. These proof-of-concept studies have established cell line-based screens as a viable pre-clinical system for identifying functional biomarkers underlying drug sensitivity or resistance and for suggesting patient selection strategies for clinical trial design.

As computational approaches for modeling therapeutic response become increasingly common in research and translational applications, a study is warranted to systematically assess different modeling approaches, and recommend best practices for future applications. To address this question, we defined important categories of modeling choices, such as the predictive algorithm and genomic features for model inclusion (among others), and performed a large multifactorial experiment with crossed factors, where the modeling choices represent the experimental factors, and the predictive performance measures (derived from model fits, and spanning all possible combinations of modeling choices) represent the response data. This experimental design allows for formal statistical testing and quantification of the relative importance of the modeling choices.

Our results provide statistically principled, data-driven guidelines for best-in-class modeling practices. Our findings suggest the use of elastic net or ridge regression applied to continuous valued response data, summarized using the area under the fitted dose response curve, and using all molecular features (in particular, gene expression data). Moreover, our results suggest that pathway targeted compounds lead to more accurate predictors than classical broadly cytotoxic chemotherapies. In addition, we performed detailed analysis comparing models based on continuous versus discretized response measurements, suggesting that discretizing data (e.g. into sensitive and resistant calls) causes decreased model accuracy. Finally, we report a discordance in reported values across the 2 datasets for the same compounds and suggest that raw dose-response data should be made publicly available to facilitate comparison of the 2 datasets based on the same procedures for processing and summarizing dose-response values.

Our study provides a publicly available interactive resource of modeling results and an open source analysis package. The results for all >110,000 models are available at (https://www.synapse.org/#!Synapse:syn2009053), providing a resource for other researchers to interactively browse the results of all models and perform additional downstream analyses. Moreover, we are releasing the open source "predictiveModeling" R package (https://github.com/Sage-Bionetworks/PredictiveModel_pipeline and https://github.com/Sage-Bionetworks/predictiveModeling), containing all code used to infer models in this study, and providing a modular API that may be extended by the community and used to conduct similar research studies.

2. Material and Methods

2.1 Data Sets

The CCLE and Sanger datasets contain compound screening data performed on large panels of molecularly characterized cancer cell lines. Both datasets contain genome-wide gene expression and copy number profiling, as well as sequencing data on a subset of genes (described in the next section). Gene expression, copy number, and mutation data were summarized to gene-level features. The Sanger panel is composed of 30,672 genomic features and 138 compounds profiled
on 714 cell lines (535 cell lines contain all measurement types). The CCLE panel is composed of 41,814 genomic features and 24 compounds profiled on 504 cell lines (411 cell lines contain all measurement types). All data was normalized as described in the original papers [5-9]. Mutation data was summarized to binary gene-level variables represented as 0 (wild type) and 1 (mutation). We also annotated each cell line with a representative “tumor type” label, derived by manually curating the provided meta-data annotations. Each tumor type was then included as a binary feature variable.

Figure 1 – Summary of evaluation of regression models. (A) Results for CCLE. (B) Results for Sanger. The left panel displays the percent variance of predictive accuracy (COR) explained by each category of modeling choice after fitting our 4-way ANOVA model. The panels labeled Compound, ResponseSummary, Algorithm, and GenomicFeatures correspond to each of our tested categories of modeling choices, and display the distribution of predictive performance (COR) scores for each modeling choice (factor levels) within the category. For the CCLE Compound panel, compounds classified as “BroadlyCytotoxic” are displayed as shaded boxes and bold text, and compounds classified as “PathwayTargeted” are displayed as white boxes and non-bold text. The panel titled Compound Class displays the distribution of predictive performance scores for the BroadlyCytotoxic vs. PathwayTargeted compound classes.

Both studies provide multiple statistics used to summarize dose-response curves to compound sensitivity values for each cell line (described in the next section). We used the summarized sensitivity values reported in each dataset, as raw dose-response values were not available to process both datasets using the same procedures.

2.2 Definition of modeling choices
Our goal was to systematically assess the effect of modeling choices on predictive performance given a drug response vector and a molecular feature matrix. We enumerated the following 5 categories of modeling choices, as well as the possible choices of modeling factors within each category.

**GenomicFeatures:** Represent the distinct data types used as features in the predictive algorithms. In Sanger we have 4 distinct types: gene expression measurements (E) on 12,024 genes; copy number variation measurements (C) on 18,601 genes; cell line tumor type classifications (L) according to 93 distinct tumor lineages; and mutation profiling (Mo) on 47 genes. We tested 12 distinct data type combinations as shown in the GenomicFeatures panels in Figure 1B and Figure 2B (specifically, we tested all combinations other than those corresponding to small feature sets, such as L+Mo). For the CCLE panel we have 5 distinct data types: gene expression measurements (E) on 18,897 genes; copy number measurements (C) on 21,217 genes; cell line tumor type classifications (L) of 97 tumor lineages; mutation profiling (Mo) on 33 genes using the oncomap 3.0 platform [10]; and mutation profiling of 1,667 genes using hybrid capture sequencing (Mh). We tested 20 distinct data type combinations shown in the GenomicFeatures panels in Figure 1A and Figure 2A.

**Compound:** Represents the anti-cancer compounds screened by the cell line projects. There are 138 compounds in Sanger and 24 in CCLE.

**Figure 2 – Summary of evaluation of classification methods.** (A) Results for CCLE. (B) Results for Sanger. Results are presented as described in Figure 1, based on evaluation of classification models using the AUC predictive performance statistic.
ResponseSummary: Represents the statistic used to summarize the dose response curves to a single number, corresponding to the degree of sensitivity of a given cell line to a given compound. For Sanger, the choices are: AUC – the area under the fitted dose response curve; IC50 – the concentration at which the compound reaches 50% reduction in cell viability. For CCLE, the choices are: ActArea – the area above the fitted dose response curve (inverse measure of AUC in Sanger); IC50 – the same as in Sanger; EC50 – the concentration at which the compound reaches 50% of its maximum reduction in cell viability. We note that although they use the same terminology, both studies used different procedures for fitting dose response curves and generating summary statistics.

Continuous vs. categorical models: Whether predictions are made based on continuous or discretized ResponseSummary measurements. We tested multiple discretization schemes, including: mean and median based deviation statistics; Gaussian mixture models; and upper/lower third quartile thresholds. We report results based on upper/lower third quartile thresholds, which was the discretization scheme that achieved the highest average classification accuracy (AUC).

Algorithm: Represents the predictive algorithms compared in this study. In the analysis of continuous response variables, we compared: principal component regression (PCR); partial least square regression (PLS); least squares support vector machine regression with linear kernels (SVM); random forests (RF); least absolute shrinkage and selection operator (LASSO); ridge regression (RIDGE); and elastic net regression (ENet) [11-19, 27]. For the analysis of binary response variables, we considered: least squares support vector machine classification with linear kernels (SVM); random forests (RF); binomial least absolute shrinkage and selection operator (LASSO); ridge binomial regression (RIDGE); and elastic-net binomial regression (ENet) [8, 11, 12, 14, 15, 20].

2.3 Model fitting procedures

We employed a multifactorial experimental design and tested all combinations of modeling choices (e.g. the cross product of all choices of ResponseSummary × Compound × GenomicFeatures × Algorithm × Discretization, excluding application PCR and PLS to discrete data). This resulted in testing a total of 114,048 models.

For Sanger and CCLE the input dataset was divided into five non-overlapping sample groups, used as cross-validation folds for training and testing data. For each cross-validation fold, each model was trained on 4/5ths of the samples, and used to make predictions of sensitivity for the held out 1/5th of samples. Within each training step, a separate 5-fold cross-validation procedure was employed for parameter tuning of each model.

Predicted vs. observed response vectors were compared to assess the performance of each algorithm. The predicted response vector was computed by concatenating the prediction vectors for each cross-validation fold. For continuous models we computed the Pearson correlation coefficient (COR). For discrete models we computed area under the receiver operating characteristics curves (AUC).

2.4 Statistical Analysis

We evaluated the effect of modeling choices on predictive performance using multiway-ANOVA with crossed factors. For instance, in the analysis of continuous models in the CCLE panel, we adopted COR as the response variable, and performed ANOVA using 4 factors:
GenomicFeatures, composed of 20 levels representing distinct data type combinations; Compound, composed of 24 levels, each representing one of the anti-cancer compounds tested in the CCLE panel; ResponseSummary, represented by levels ActArea, EC50, and IC50; and Algorithm represented by levels ENet, RIDGE, PLS, SVM, PCR, LASSO, and RF. For each one of the possible $20 \times 24 \times 3 \times 7 = 10,080$ modeling choice combinations, we fit a predictive model and recorded the correlation between the observed and predicted outcome as the response variable. Since we only have a single observation per modeling choice combination, our design corresponds to a multiway-ANOVA with 4 crossed factors and a single observation per cell. Hence, we cannot fit a complete model (i.e., with all interaction terms up to order 4) and we restrict our analysis to interactions of order up to 3. In addition to the analysis described above, we also performed analogous ANOVA analyses for the evaluation of continuous models in Sanger, discrete models in CCLE, and discrete models in Sanger.

3. Results

Modeling factors influencing predictive performance

In order to assess the individual contributions of each category of modeling choices (and their interactions) to explaining the total variability of the predictive performance statistic (COR or AUC), we examined the decomposition of the total sum of squares of the predictive performance variable into residual sum of squares plus sum of squares terms for each one of the factors and factor interactions in our 4way-ANOVAs, including all possible interactions of order up to 3. We first describe results for continuous models. The left panels in Figure 1A and B present barplots in which each bar represents the sum of squares of the respective term divided by the total sum of squares.

For both the CCLE and Sanger datasets, most of the variance of predictive accuracy is explained by the modeling factors considered in our study, as indicated by the small percent of variance attributable to residuals. For both CCLE and Sanger the modeling factors explaining the highest percent variance are: 1) the type of molecular features used to build the model; and 2) the compound being predicted by the model. The third most important modeling factor is the type of algorithm, although this factor is considerably less important than the first 2. This result is consistent with previous studies [21], suggesting that input data is the dominant factor related to model performance, whereas the specific modeling strategies are of secondary importance.

The CCLE dataset contains a strong interaction term between Compound and ResponseSummary, suggesting that model performance depends both on the compound being modeled, and the ability to summarize the compound’s dose response measurements. By contrast, ResponseSummary has negligible effect in the Sanger dataset. We point out that, although Sanger and CCLE both report response data in terms of IC50 and AUC (referred to as ActArea in CCLE) summarizations, the 2 studies use quite different procedures for fitting dose response curve and summarizing them to IC50 of AUC statistics. The discordant importance of the ResponseSummary factor between the 2 studies, compared with the highly concordant importance of all other factors, suggests that the procedures for summarizing dose response curves to summary statistics may be inconsistent between the 2 studies. Indeed, comparison of IC50 and AUC values for compounds profiled in both datasets suggests a relatively high degree of inconsistency (Figure 3). Unfortunately, raw dose response data used for curve fitting it not available in either study,
limiting our ability to investigate this issue further. This result highlights the importance of making raw forms of data publicly available, in addition to computed summary statistics, such that the community may more transparently analyze and improve the value of the data resource.

**Figure 3** – Comparison of IC50 and AUC summary statistics for 14 compounds and 283 cell lines in common between the Sanger and CCLE datasets. (A) Distribution of IC50 and AUC/ActArea values in Sanger and CCLE. Note that the AUC value reported in Sanger corresponds to the area under the dose response curve in which values of 0 correspond to complete reduction in cell viability and values of 1 correspond to no reduction in cell viability. The ActArea value reported in CCLE corresponds to the area over the dose response curve in which values of -100 correspond to complete reduction in cell viability and values of 0 correspond to no reduction in cell viability. Therefore a negative correlation is expected between AUC and ActArea values. (B) Scatter plots comparing AUC/ActArea values (top) and IC50 values (bottom) across the 2 studies. (C) Histograms of the distribution of correlations across the 2 studies for the 14 common compounds based on ActArea/AUC (top) and IC50 (bottom).

**Assessment of best performing modeling strategies**
The ANOVA analysis detected highly significant interaction and main effects in explaining predictive performance, indicating the importance of some modeling choices over others. Figure 1 and Figure 2 depict boxplot panels for each one of the modeling choice factors in our analyses, showing the distribution of predictive performance as a function of the modeling factor levels. For both datasets, expression data was the most informative molecular feature type, as all of the best performing models included use of expression data. Models using other molecular features types in addition to expression data performed slightly better than using expression data alone, although performance improvements were modest. For both datasets, elastic net and ridge regression were the top performing algorithms. For the CCLE dataset, summarizing dose response values based on ActArea achieved the highest performance. For Sanger, response summarization had little effect on model performance, warranting closer investigation starting from raw dose response data.

For both datasets, some compounds were easier to predict than others, as clearly shown by the Compound panels in Figure 1. Inspection of predictability scores for CCLE compounds suggested a general trend. Compounds with low predictability scores tended to be more classical chemotherapeutics that disrupt broad cellular processes (e.g. topoisomerase inhibitors). Compounds with high predictability scores tended to target proteins in specific pathways, primarily related to mitogen signaling (e.g. MEK inhibitors). To test this hypothesis, we manually annotated each compound in one of these 2 classes, which we called “BroadlyCytotoxic (BC)” and...
“PathwayTargeted (PT)”. Indeed, PT compounds displayed significantly higher predictability scores compared to BC ($P=0.003529$ by Wilcoxon rank sum test, as shown in the top-right panel of Figure 1).

**Assessment of categorical models**

An alternative strategy to modeling the drug response as a continuous-valued variable is to discretize the response vector into a binarized “sensitive” and “resistant” vector. To evaluate this strategy, we implemented the categorical analogues of lasso, ridge, elastic net, random forests, and support vector machines, and discretized each response summarization (IC50, EC50, AUC or ActArea) base on the upper and lower third quartiles.

Results from this analysis were highly consistent with results from our continuous models (Figure 2). For both CCLE and Sanger, the relative importance of model factors was consistent with results for continuous models (e.g. GenomicFeatures and Compound being most important, followed by Algorithm). The relative performance of modeling choices was also consistent between categorical and continuous models (e.g. the order of predictive performance of algorithms is fully consistent).

One advantage of categorical models is the ability to interpret AUC values as the probability of correctly classifying a new sample as sensitive or resistant. For example, analysis of the distribution of AUC scores suggests that sensitive vs. resistant samples can be classified with $>70\%$ accuracy for 22 of 24 (91.7\%) compounds in CCLE and 83 of 138 (60.1\%) compounds in Sanger. More specific analysis of the AUC curves can be used to determine the expected trade-offs between false positives and false negatives. We suggest that such analysis may be useful in assessing the potential clinical utility of a predictive model, for example, by applying criteria such as requiring less than a 5\% false positive rate (e.g. correctly prescribing a drug to 95\% of patients who might benefit) at the expense of a less than 20\% false negative rate (e.g. failing to prescribe the drug to 20\% of the patients who will benefit from it). Of course, such statistics derived from cell line studies are unlikely to directly translate in a clinical context, but may be useful to identify predictive models that should be prioritized for further clinical studies.

**Comparison of continuous vs. categorical models**

In order to directly compare the performance of continuous vs. categorical models, we computed the AUC scores of the rank-ordered predictions in comparison to the discretized response data. That is, we calculated the sensitivity and specificity at each threshold of the rank-ordered predictions in order to compute an ROC curve for each model. We based our comparison on the best performing regression and classification methods, which was elastic net in both cases (results were similar for other methods). In general, regression models, trained using continuous ResponseSummary values, outperformed classification models, trained using discretized ResponseSummary values ($P<<2.2e-16$ for Sanger, based on AUC; $P<<2.2e-16$ for Sanger, based on IC50; $P<<2.2e-16$ for CCLE, based on ActArea; $P=0.1587$ for CCLE, based on IC50. See Figure 4. Classification methods outperformed regression methods only when using the CCLE IC50 values, as explained by the fact that these values are inherently discretized. Sanger IC50 values utilized extrapolations of the curve fits beyond the tested concentration range. By contrast, out of 11,670 IC50 values reported in CCLE (426 excluding NA values), 6,499 (55.69\%) were set to a value of 8, corresponding to the maximum tested compound dose of 8\µM (Figure 3A).
Figure 4 – Comparison of predictive performance of continuous (regression) vs. categorical (classification) models. Results were compared for the continuous and categorical versions of elastic net, which were the best performing continuous and categorical models. (A) CCLE data with ActArea, (B) CCLE data with IC50, (C) Sanger data with AUC, and (D) Sanger data with IC50.

4. Discussion

As large-scale complex genomic resources become increasingly available, there is a pressing need to develop community standards and robust assessment methods to determine the best performing approaches for analyzing such data. Pharmacogenomic screens performed on genomically characterized cancer cell lines provide rich data resources, and application of machine learning methodologies to such data have demonstrated evidence of uncovering genomic mechanisms underlying drug response.

From an analytical perspective, such pharmacogenomic data resources are particularly well suited to application of statistical learning methods by representing genomic and compound sensitivity data, respectively, as predictive features and response variables in a supervised learning scheme. In this study, we performed a controlled analysis of many modeling choices that may be used in this application. We believe this work contributes to the community in 3 ways: 1) by providing a set of recommended best practices for inferring pharmacogenomic predictive models, and a study on the relative importance of each; 2) by establishing a resource of over 110,000 modeling results, providing a baseline set of scores that researchers may use in future studies to demonstrate improved performance of novel methodologies; 3) by providing an experimental design template, and open source modeling package, that can be extended for use in other predictive modeling applications.

Our study suggests a statistically principled set of recommended best modeling practices: using **elastic net or ridge regression** with input features from all genomic profiling platforms, most importantly, **gene expression features**, to predict **continuous-valued** sensitivity scores summarized using the **area under/over the dose response curve**, with **pathway targeted** compounds will most likely yield the most accurate predictors.

The use of elastic net regression is consistent with modeling choices reported in previous studies [14][16], and is a particularly attractive option due to the ability to perform feature selection based on inferred feature weights. We investigated several methods that have previously been shown to achieve superior predictive accuracy, but lead to less interpretable models, such as support vector machines, random forests, and principal components regression [22, 23].
Nonetheless elastic net regression achieves the highest predictive accuracy without requiring a trade-off of model interpretability. Moreover, elastic net is designed to seek the optimal trade-off of model complexity penalties imposed by lasso and ridge regression. While the sparse feature selection encouraged by lasso indeed leads to inferior predictive performance, elastic net performs as well as ridge regression based on predictive accuracy, suggesting that elastic net effectively balances the strengths of the two methods by encouraging sparser models without compromising predictive accuracy. We note that although we employed standard and well-accepted cross-validation schemes for parameter tuning of all models, it is possible that alternative methods could improve the performance of some models.

The observation that gene expression features provide the most informative predictors might be explained by the increased “information content” of gene expression data. In particular, copy number values are highly correlated with each other and the mutation data profiles only a small subset of genes. Although gene expression data provides advantages in predictive accuracy, genomic (e.g. somatic mutation and copy number) data possess advantages in potential translation to clinical biomarkers. From a technical standpoint, the increased molecular stability of DNA compared to RNA facilitates easier development of clinical assays, even from archival samples. Perhaps more importantly, features derived from genomic data are more likely to correspond to functional driver events related to drug sensitivity, whereas features derived from gene expression may be correlative, rather than causal, biomarkers. Thus genomic features are more likely amenable to functional validation experiments, such as testing if knockdown or overexpression of predicted functional biomarkers confers the predicted suppression or enhancement of sensitivity. By extension, genomic predictors of drug resistance may suggest targets for combination therapies [24].

Figure 5 – Illustration of differences in dose response curves not captured by IC50 or EC50 statistics. (A) The red curve and black curve achieve 50% reduction in cell viability at the same compound concentration, but the black curve achieves increased reduction in cell viability at higher compound concentrations. Both curves correspond to the same IC50 value (vertical dotted green line), while the area under the dose response curve (AUC) captures the increased sensitivity shown in the black curve. The blue curve illustrates a sample with limited maximal reduction in cell viability at high compound concentrations. The EC50 statistic would be the same for the blue and black curves (vertical dotted green line), while the AUC statistic captures the increased response of the black curve. (B) The red and blue curves fail to reach 50% reduction in viability within the tested concentration range. The IC50 statistic would be set to the maximum tested concentration in both cases (or extrapolated outside the tested range), while the AUC statistic naturally captures the increased sensitivity displayed in the blue curve.
We also investigated alternative methods of assigning a summary statistic representing the sensitivity of a given cell line to a given compound. Predictive accuracy was improved by computing the area under/over the dose response curve (AUC/ActArea), as opposed to the more traditional metric of IC50. Following the theme described above, we suggest that AUC/ActArea captures more information from the experiment than IC50. Specifically, IC50 assumes a canonical sigmoidal shape of dose response curves, with zero growth inhibition in the absence of compound and 100% growth inhibition at high compound doses. This assumption fails to differentiate samples that achieve 50% growth inhibition at the same dose, even if one of the samples achieves far higher growth inhibition at higher doses (Figure 5A). An alternative statistic, EC50, is designed to account for this situation by computing the concentration at which a sample achieves 50% of its maximal growth inhibition; but this statistic suffers from additional degeneracies. Moreover, many samples do not achieve 50% growth inhibition within the tested dose range (Figure 5B). Therefore, IC50 calculations must set all such cases to a single threshold value (e.g. the highest tested dose, as reported for CCLE), or attempt to extrapolate based on fitted curves (as reported for Sanger). By contrast, the AUC/ActArea statistic is able to discriminate the examples listed above, and captures additional information contained in the dose response curves related to differential sensitivity (see Figure 5).

Our observation that continuous regression models, in general, outperform discrete classification models also follows the general theme of using data with the maximal amount of information as model inputs. Discretization of sensitivity data reduces the amount of information contained in the continuous valued data. Such a trade-off may be desirable if discretization reduces noise in the data (e.g. by only modeling the tails of the data, which are more likely to correspond to true differences in sensitivity and resistance, while ignoring the noisy intermediate values). Although this argument may apply in selective cases, it is highly dependent on choosing an accurate discretization scheme. We investigated several alternatives, including mixture models and mean and median-based deviation statistics (not shown). We observed that each scheme worked in some cases but not others; e.g. deviation-based statistics may classify no samples as sensitive or resistant for some compounds, while quartile-based statistics do not capture variable numbers of samples that may be sensitive to different compounds.

In addition to assessing the performance of modeling choices within our evaluated categories, we also assessed the relative importance of the categories themselves. Consistent with previous studies [21], our general conclusion is that the choice of input data (which molecular features are used and which compound is being predicted) dominates in explaining the high or low accuracy of a model. The choice of modeling algorithm also matters, but far less than the input data. While this conclusion may be sobering for data analysts (such as ourselves) in pursuit of the next great algorithm, we point out that our study was limited to machine learning methods designed to operate on specified feature and response data. Thus we suggest that optimization of methodologies in this context are unlikely to achieve dramatic improvements over current state-of-the-art methods; however, methodologies that incorporate additional information sources, such as other large-scale genomic datasets or information from pathway databases, were not tested in our study and may yield such improvements. This intuition is consistent with our observation that the quality and information content of input data dominates predictive performance, as such strategies augment the amount of information used to build a predictor. Indeed, in a recent community-based assessment of genomic predictors of breast cancer survival, the best performing method integrated information from all of TCGA in addition to the dataset directly used to build predictors [25, 26].
We note that our study does not assess all possible modeling choices. For example, we utilized the normalized genomic data provided by the CCLE and Sanger resources and did not assess the impact of alternative normalization or data processing procedures. We invite researchers throughout the community to build on and improve our work to investigate the myriad of additional approaches. Indeed, we hope the resource released by our study serves as initial input to a community effort promoting critical assessment of modeling methodologies. Innovative approaches developed by any researcher may be assessed in comparison to our results, thus providing a pre-defined set of performance criteria and baseline model scores against which novel approaches may objectively demonstrate their value.
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Cancer cells derived from different stages of tumor progression may exhibit distinct biological properties, as exemplified by the paired lung cancer cell lines H1993 and H2073. While H1993 was derived from chemo-naive metastasized tumor, H2073 originated from the chemo-resistant primary tumor from the same patient and exhibits strikingly different drug response profile. To understand the underlying genetic and epigenetic bases for their biological properties, we investigated these cells using a wide range of large-scale methods including whole genome sequencing, RNA sequencing, SNP array, DNA methylation array, and de novo genome assembly. We conducted an integrative analysis of both cell lines to distinguish between potential driver and passenger alterations. Although many genes are mutated in these cell lines, the combination of DNA- and RNA-based variant information strongly implicates a small number of genes including \(TP53\) and \(STK11\) as likely drivers. Likewise, we found a diverse set of genes differentially expressed between these cell lines, but only a fraction can be attributed to changes in DNA copy number or methylation. This set included the ABC transporter \(ABCC4\), implicated in drug resistance, and the metastasis associated \(MET\) oncogene. While the rich data content allowed us to reduce the space of hypotheses that could explain most of the observed biological properties, we also caution there is a lack of statistical power and inherent limitations in such single patient case studies.

1. Introduction

Cancer arises as a result of genomic or epigenomic alterations that change a wide range of cellular processes, leading to uncontrolled tumor cell proliferation and other tumor-specific characteristics (1). Cytotoxic agents and targeted therapies have been developed to treat cancer patients. However, one major challenge during treatment is the potential development of drug resistance (2). Lung cancer, the leading cause of cancer-related death (3), is one of the most heterogeneous of cancer types in terms of underlying molecular characteristics and therapy response. It is biologically and clinically important to understand the underlying genetic lesions influencing cancer cell behaviors such as differential drug response. Recent advances in high-throughput sequencing allow the elucidation of genomewide patient-specific molecular profiles that reveal individual tumor drivers and form the basis for personalized treatments (4). However, most
identified genetic variation is usually difficult to interpret, as the vast majority of alterations are passenger mutations. In addition, not all genomic features can be obtained by a single technology. Integrative approaches have the potential to capture the combination of patient-specific characteristics on various levels for a better understanding and targeting of the molecular basis of specific cancers—a rising field termed “panomics”. It is however not clear if comprehensive and deep analyses of a small number of patients, or single patients, might reveal new insights of the genetic basis of patient phenotype.

In this study, we performed a wide spectrum of genomic analyses to study a lung cancer patient, who underwent chemotherapy but relapsed with tumor regrowth at the primary site. Two cell lines were derived from this patient: one from a lymph node metastasis isolated prior to chemotherapy, and the other from the lung tumor regrowth months after chemotherapy. Although derived from the same individual, these two cell lines have distinct drug response profiles. To understand the underlying genetic basis for their phenotypic differences, we performed whole genome sequencing, transcriptome sequencing, SNP array, DNA methylation array, and de novo whole genome assembly to thoroughly interrogate genetic and epigenetic events. We conducted an integrative analysis of both cell lines and constructed a model that might explain the development of the patient’s cancer and drug resistance after chemotherapy.

2. Sample Description, Drug Response and Screening Overview

Cell line H1993 was derived from the lymph nodes of a 47 year old female Caucasian with history of smoking and diagnosed with non-small cell lung cancer in 1988 (Figure 1A). After treatment with cisplatin and etoposide, H2073 was derived from the resected lung tumor of the same patient. We performed drug response studies as previously described (5). As expected, H2073 shows resistance to etoposide (Figure 1B). Interestingly, the spectrum of drug resistance of H2073 cells encompasses a broader range of therapeutics including paclitaxel and vinorelbine (Figures 1C-D), which target mitotic division.
To elucidate the development of the patient’s cancer and to understand the drug resistance after chemotherapy, we applied an integrated analysis of somatic exonic mutations, messenger RNA sequencing, DNA copy number, and promoter DNA methylation (Figure 2A).

Whole genome sequencing (WGS) of both cell lines was conducted on two independent platforms: Complete Genomics (CG) and Illumina, to a minimum depth of 30x (Figure 2B). In addition, we constructed DNA libraries with variable insert sizes for both cell lines, performed Illumina-based paired-end sequencing, and used the resulting reads for de novo genome assembly, in order to identify genomic features missed by reference-based approaches. We also carried out Illumina WGS on DNA isolated from BL1993, a lymphoblastoid cell line from the same patient, representing the matched normal blood sample.

To identify genes differentially expressed between H1993 and H2073, we collected RNA-Seq data in 3 replicates. DNA methylation was measured by Illumina Infinium array, and copy number analysis with the Illumina OMNI 2.5M SNP array, processed by a modified version of the PICNIC algorithm, as previously described (6, 7). Results are summarized in Figure 2C.
3. Mutation Landscapes and the Identification of Expressed Variants

Somatic mutations were identified by comparing the variant calls in H1993 and H2073 with BL1993. We selected non-synonymous mutations with a minimum support of five reads and excluded known germline variants from a variety of sources (see Methods). Any variants listed in COSMIC database of somatic mutations in cancer (8) were retained. This resulted in 313 somatic non-synonymous single-base substitutions in common between H1993 and H2073, of which 290 were missense mutations, 21 resulted in stop gain, and 2 resulted in stop loss. Consistent with the patient’s smoking history, we observed an enriched fraction of C:G > A:T transversions, the smoking-related mutation signature, in the tumor-specific variants (data not shown).

Both cell lines harbor non-synonymous mutations in genes known to be altered in lung cancer, including TP53, STK11, EPHB2, LRP1B, INHBA, ZNF458, and PRDM14 (Figure 3A). Other somatically mutated cancer genes, which are listed in the Cancer Gene Census (CGC) (9), include NOTCH2, BIRC3, PTCH1, ETV1, ROS1, SDHD and NCOA2. To prioritize these putative drivers, we used RNA-Seq to eliminate genes with little or no expression (RPKM<0.5). This expression based filtering reduced the number of common mutations from 313 to 106 (96 missense, 10 stop gain), eliminating a large fraction of candidate genes at the risk of possibly discarding low expressed drivers (Figure 3B).

We further hypothesized that the mutant alleles for driver mutations should be selected for, leading to higher mutant allele frequencies for driver genes. We then assessed mutant allele frequencies in DNA and RNA data and grouped the mutations into three frequency classes (Figure 3B).
3B): high (>0.9, class 1), medium (0.3 to 0.9, class 2), and low/inconsistent (class 3). Mutations at loci with a total DNA or RNA read coverage < 10 were also assigned to class 3. Class 1 comprised only 10 genes, 8 of which had stop gain or missense mutations that were predicted to be deleterious (10) based on Polyphen2 (11) and SIFT (12) calculations. In this reduced set of candidate drivers were tumor protein 53 (TP53) and serine/threonine kinase 11 (STK11, also known as LKB1), the two most significantly mutated tumor suppressors in lung cancer (13). Both mutations were observed in regions with loss of heterozygosity. The homozygous TP53 missense mutation C242W was also observed in other cancer types including breast (14) and stomach (15) cancer, while the homozygous stop gain mutation on position 199 within the kinase domain of STK11 has been previously reported in other lung cancer samples (16). Thus, integrating WGS and RNA-Seq data on the two cell lines allowed us to reduce a set of non-synonymous mutations to two likely drivers of oncogenesis in this patient.

While 106 non-synonymous mutations in expressed genes were common to both cell lines, 20 and 22 were specific to H1993 and H2073, respectively. These included Cancer Gene Census genes SETD2 (class 2) in H2073, and BRCA1 (class 2) in H1993. Inactivation of BRCA1 is associated with tumor aggressiveness and invasion (17), consistent with the metastatic state of H1993. None of the cell line specific mutations was assigned to class 1. Overall, the limited difference between H1993 and H2073 mutation profiles indicates that unique point mutations are unlikely to explain the phenotypical variations between them.

Among 138 somatic coding indels detected in either cell line, 7 affected Cancer Gene Census genes. All of these were cell line-specific, with frame-shifting indels observed in genes SF3B1, BMPR1A, and GPHN in H1993, and in genes JUN, MLL3, NR4A3 in H2073. We also observed an in-frame insertion in gene MLL2 in H2073. It is unclear what role, if any, these mutations may play in the observed phenotypic differences between the two cell lines. While histone methyltransferases MLL2 and MLL3 have been linked to TP53-mediated DNA damage response pathway (18, 19), our cell lines exhibited lack of a functional copy of TP53, rendering any additional mutations to this pathway inconsequential.

4. Differentially Expressed Genes and the Relationship with DNA Changes

Our RNA-Seq analysis identified 2,523 differentially expressed genes between H1993 and H2073 (Figure 4A), of which 1,668 (67%) were over-expressed in H2073. Classical markers for epithelial/mesenchymal status, including CDH1, CDH2, VIM and FN1, were not consistently differentially expressed between the two cell lines, suggesting that the observed differences between the primary and the metastatic cell line were not due to epithelial-to-mesenchymal transition.

The large number of differentially expressed genes also suggests that most of these expression changes are downstream effects of the causal events. We hypothesized that the primary expression differences should have certain degree of genetic or epigenetic basis. We therefore focused on differentially expressed genes that can be directly attributed to changes in copy number or DNA methylation state. We found that 39 out of 1,668 (2.3%) genes overexpressed in H2073 are in regions amplified in H2073 relative to H1993 (ploidy adjusted CN fold change >=2). Ploidy adjustment was carried out because H1993 is mostly tetraploid, while H2073 has average ploidy
between 2 and 3, consistent with cytogenetic results (data not shown). Similarly, we observed that 46 out of 885 (5.4%) genes overexpressed in H1993 are in genomic regions amplified in H1993 relative to H2073 (Figure 4B).

Overall, regions amplified in H1993 and H2073 contained 100 and 114 expressed genes, respectively, out of which 46 (46%) and 39 (34%) were overexpressed according to our cutoffs, exhibiting higher rate of overexpression events than non-amplified regions (Figure 4C, Fisher exact test p-value <7x10^{-9} for both cell lines). In total, we identified seven amplified regions in either cell line longer than 1 Mb, six of which (three in each cell line) accounted for 82 out of 85 differentially expressed genes with underlying CN changes. One of the H2073 amplicons included transporter gene \textit{ABCC4}, previously implicated in drug resistance and showing 3-fold overexpression in H2073. The region on chromosome 7, highly amplified (>10 copies) in H1993, contained oncogene \textit{MET} (Figure 5A), which is known to be involved in tumor cell invasion and metastasis (20). We found \textit{MET} to be 7-fold overexpressed in H1993, consistent with the metatstatic character of H1993. The dependence of H1993 on MET is confirmed by its low viability in the presence of MET inhibitors (Figure 4D). Another highly amplified genomic region was located on chromosome 11 and contained the oncogene \textit{ATM} (4-fold overexpression in H1933), which was also reported to promote metastasis (21).

Comparing the two cell lines further, we found that 427 genes expressed in at least one cell line showed differentially methylated regions (DMRs) within 2kb of their transcription start site (TSS). Out of 1,668 genes overexpressed in H2073, 166 (9.9%) contained DMRs (Figure 4B). In 146 cases (82%), the extent of methylation was higher in H1993, consistent with down-regulation of...
expression by hypermethylation. In comparison, 61 out of 885 (6.9%) genes overexpressed in H1993 contained DMRs within 2kb of TSS, with 43 (70%) exhibiting higher methylation in H2073. In total, hypomethylated DMRs were associated with 68 and 325 genes in H1993 and H2073, respectively, out of which 43 (63.2%) and 146 (44.9%) showed overexpression, exhibiting higher rate of overexpression events than hypermethylated or non-differentially methylated regions (Figure 4C, Fisher exact test p-values < 2x10^{-32} for both cell lines). Several of the genes with overexpression and promoter DNA hypomethylation in H2073 have been implicated in apoptosis evasion and drug resistance, including PLAU (Figure 5B), SNCG, BNIP3, GSTP1, ETS1, and MSLN. Interestingly, we found the binding partners PLAU and PLAUR to be overexpressed in H2073, suggesting co-regulation of their expression. Binding of PLAU to PLAUR can activate the ERK pathway and contribute to cancer development (22).

Genes overexpressed and hypomethylated in H1993 included the metastasis effectors RAB25, TSPAN8, and CPE, as well as CLDN1, whose up-regulation has been associated with cisplatin sensitivity (23), consistent with cisplatin resistance in H2073. Overall, 10.8% of genes overexpressed in H2073 and 10.3% of genes overexpressed in H1993 are associated with either differential DNA methylation or copy number re-arrangements. Thus, the integration of these two additional data types allowed us to substantially reduce the number of candidate drivers, while possibly omitting driver genes activated via alternative mechanisms.

Guided by our discovery of the amplification of transporter gene ABCC4 in the drug-resistant cell line H2073, we tested for differential expression of other transporter genes. While one transporter gene, ABCB10, showed overexpression in H1993, several others were overexpressed in H2073 and are known to play a role in drug resistance. We found that the multi-drug resistance transporter MDR1/ABCB1 was expressed in H2073 but almost absent from H1993. Both ABCC4 and ABCC1, also implicated in drug resistance, were also at least 3-fold overexpressed in H2073 (24, 25). Furthermore we found 9-fold higher expression of FGFR4 in H2073. A recent study reported that inhibition of FGFR reverses ABCB1-mediated drug resistance in cancer (26). Overall, these results suggest an efflux-based drug resistance mechanism developed

Figure 5. Overexpression of MET in H1993 is associated with copy number gain (A), while overexpression of PLAU in H2073 is associated with decreased promoter methylation (B). The panels show gene structure (top, individual transcript isoforms), expression normalized by sequencing depth (H1993: second from the top, H2073: third from the top), difference in DNA methylation (second from bottom, dashed lines correspond to differences of 0.5, 0, and -0.5), and raw copy number (bottom, green line: H1993, yellow line : H2073, dashed black like: CN=2 (baseline)).
by H2073, which involves \textit{ABCC4}, \textit{ABCB1}, and possibly other transporter proteins that were not over-expressed in H2073 based on our cutoffs.

Integrating information on changes in DNA copy number and methylation allowed us to reduce a large set of differentially expressed genes 10-fold to candidate drivers with clear underlying mechanism of differential expression. Close examination of these candidate drivers revealed a number of genes overexpressed in H1993 and known to be involved in metastasis. This allowed us to construct a drug resistance model for H2073. However, this reductionist approach has its limitations, as not all meaningful differential expression can be attributed to a change in either DNA copy number or methylation. As an example, the expression of the well-known cancer gene \textit{EGFR} is 8-fold higher in H2073 than in H1993, and the dependence of H2073 on \textit{EGFR} for survival and proliferation is strongly suggested by its higher sensitivity to \textit{EGFR} inhibitors (Figure 4D). However, the observed overexpression of \textit{EGFR} was not associated with either a copy number change or differential promoter DNA methylation in this study. It is likely that other types of genetic or epigenetic alterations, such as histone mark changes, are responsible for the observed \textit{EGFR} expression change but are not captured by our existing assays.

5. Structural Variation Analysis

Based on WGS by the Complete Genomics platform, we observed 164 large deletions (50bp-100kb), 219 inversions, and 123 translocations in H1993, supported by at least 5 reads (Figure 6A-B). H2073 showed substantially more structural variants, with 237 large deletions, 13680 inversions, and 1186 translocations. This significant increase in the number of structural variants, in particular short inversions (Figure 6C), might be due to the stress imposed on the cell by the chemotherapy (27). This is consistent with the fact that H1993 was derived from tumor cells prior to chemo-treatment, while H2073 was derived afterward and therefore is chemo-resistant.

6. De Novo Genome Assembly Reveals Additional Variant Information

To discover genomic alterations that might be missed by standard WGS analysis, we performed de novo assembly of H1993 and H2073 genomes, based on paired-end Illumina sequences. The insert
size ranged from 200bp to 40kb, in order to aid longer range DNA assembly. The resulting assembled sequences span 2.96 (H1993) and 2.89 (H2073) Gb, including 2.29 and 2.48 Gb of fully resolved (non-gapped) sequence. The N50 values were 1.9 Mb and 1.26 Mb, respectively, reflecting a large portion of the sequence in scaffolds of substantial (>1Mb) size.

We aligned the assembled sequences to the reference genome to identify insertions or deletions, which may have been missed by resequencing-based approaches. We identified 2 insertions and 3 deletions that were exclusively detected by the assembly approach and that affected exons (Table 1). These indels ranged in size from 51 to 123 bp, indicating the utility of the assembly approach in detecting medium size indels, that are not short enough to be detected by most resequencing-based indel callers, but are not long enough to be detected by the copy number or structural variation analyses. We note that the observed frame-shifting deletion in TSPAN8 in H2073 may have contributed to its lower expression in that cell line, alongside the hypermethylation component, described above.

### Table 1. Assembly-specific exonic indels.

<table>
<thead>
<tr>
<th>Indel Type</th>
<th>Coordinate</th>
<th>Length (bp)</th>
<th>Affected gene</th>
<th>Cell line</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deletion</td>
<td>Chr1:7,889,973-7,890,026</td>
<td>54</td>
<td>PER3</td>
<td>Both</td>
</tr>
<tr>
<td>Deletion</td>
<td>Chr2:27,324,254-27,324,304</td>
<td>51</td>
<td>CGREF1</td>
<td>H2073</td>
</tr>
<tr>
<td>Insertion</td>
<td>Chr2:71,523,133-71,523,134</td>
<td>109</td>
<td>TSPAN8</td>
<td>H2073</td>
</tr>
<tr>
<td>Deletion</td>
<td>Chr14:104,645,583-104,645,705</td>
<td>123</td>
<td>KIF26A</td>
<td>H2073</td>
</tr>
<tr>
<td>Insertion</td>
<td>Chr20:62,196,017-62,196,018</td>
<td>57</td>
<td>PRIC285</td>
<td>H2073</td>
</tr>
</tbody>
</table>

### 7. Conclusions

The expansion of high-throughput assays for analyzing cellular states has provided new opportunities for integrative analyses. Here we used several genome-scale analyses of 2 cancer cell lines to ask whether we could better explain their observed biological similarities and differences. Perhaps the most significant challenge in interpreting genomic data is to pinpoint the most relevant genomic changes from a large collection of data points, and the panomics approach by definition epitomizes this problem. While it might be practically impossible to achieve statistical significance for such panomics approaches, we believe that prior knowledge and logical combination of different data could dramatically reduce the search space and propose biologically meaningful models.

In this study, while variant analysis revealed more than 300 non-synonymous mutations, combining this analysis with expression data reduced the number of candidate drivers 3-fold. Integrating allele frequencies on both DNA and RNA levels further reduced the focal set to 8 homozygously mutated genes, including likely drivers **TP53** and **STK11**. Similarly, while expression analysis alone revealed thousands of differentially expressed genes between the two cell lines, only a small fraction of such genes were associated with the underlying genetic and epigenetic changes. Among these small number of genes, **MET** was present in a highly amplified region and showed 7-fold overexpression in H1993, and **ABCC4** was amplified and overexpressed in the drug resistant cell line H2073. Although we could not exclude other genomic changes that
might also explain the phenotypic differences between these two cell lines, our integrated analyses readily produced a working model that is consistent with our knowledge of the samples.

It is worth noting that although H1993 and H2073 have been independently cultured ex vivo for decades, they show remarkable similarity and display largely overlapping point mutations. This shows that any new mutations acquired during the cell culturing steps are at the minimum if they exist. This finding boosts the validity of these cell lines as stable model systems for cancer studies. From the technology point of view, our de novo assembly of both cell lines revealed a number of additional insertions and deletions, missed by the reference-based assembly. Only 5 of these altered protein coding regions, indicating that reference-based assembly captures most of the actionable variants.

It should also be noted that this study is exploratory by nature. With such small sample size, the statistical power is nonexistent, so it is currently impossible to draw any causal relationships with any confidence. This approach should be viewed as a hypothesis generating method. Alternatively, this approach can be viewed as a “hypothesis-supporting method”. Our current knowledge of lung cancer and drug resistance has led us to propose genes like \textit{EGFR}, \textit{MET}, and \textit{ABCC4} as functionally relevant culprits in these cell lines, but an improved knowledge in the field might implicate a different set of genes. It is therefore necessary to view the panomics data with a grain of salt, as the interpretation of these data can be influenced by the current biological knowledge. Nevertheless, the maturation of this field will enhance our ability to better analyze panomics data, as no single assay can provide a full picture of the cell state or to point in the direction of possible therapeutic actions.

8. Materials and Methods

\subsection{8.1. Whole Genome Sequencing and Variant Calling}

Whole genome sequencing (WGS) of H1993 and H2073 was performed by Complete Genomics, as described (7). Independently, WGS of H1993, H2073, and BL1993 was performed by Illumina sequencing (100bp paired-end reads), using libraries with insert sizes of 200, 500, 2000, 5000, 10000, 20000, and 40000 bp. Reads where aligned to reference human genome (hg19) using BWA (28). Single nucleotide variants (SNV) and indels were called by the Complete Genomics WGS processing pipeline. Several variant callers were applied to Illumina WGS data. We used SOAPsnp (29) to identify germline SNVs in all 3 cell lines, and VarScan (30) to identify cell line-specific SNVs in every possible 2-cell line comparison. Only variants supported by 5 or more reads and separated by 10 or more base pairs from the nearest variant were retained. Somatic mutations were identified by requiring that no variant-supporting reads be detected in BL1993 WGS. Unless the variant was listed in COSMIC database of cancer mutations, we further required that it was covered by 10 or more reads in BL1993, and not present in dbSNP (v.132) (31) or among variants from 1000 Genomes Project (32), 6515 normal exomes published by NHLBI (33), or 69 normal genomes sequenced by Complete Genomics and made available to the public (34). We used Dindel (35) to identify germline indels and GATK (36) to identify cell line-specific indels. Indels were declared somatic if no compatible indel was detected in BL1993 by Dindel, and if the indel was not part of a set of known normal indels obtained from 1000 Genomes Project.
and 69 publicly available Complete Genomics sequenced normal genomes. Structural variants were obtained from the Complete Genomics pipeline.

8.2. Copy Number Analysis

H1993 and H2073 cell lines were assayed with Illumina OMNI 2.5M SNP array and processed with a modified version of PICNIC (7). When calculating copy number fold change between the two cell lines, adjustment was made for average cell line ploidy. This was calculated as the average copy number per base pair, and was 3.9 for H1993 and 2.4 for H2073.

8.3. Messenger RNA Sequencing

Three temporally separate, standard RNA-seq library preparations and subsequent sequencing data were collected for each of the two cell lines. One of the libraries for each cell line was sequenced on an Illumina GAII, while the remaining libraries were sequenced on an Illumina HiSeq machine. The resulting RNA-seq data was filtered for read quality, ribosomal RNA contamination, and then aligned to the human reference genome (NCBI Build 37) using the GSNAP alignment tool (37). Alignments were permitted a maximum of 3 mismatches per 75 base pair sequence and used the following GSNAP parameters: “-M 2 -n 10 -B 2 -i 1 -N 1 -w 200000 -E 1 --pairmax-rna=200000”. These steps, and the downstream processing of the resulting alignments to obtain read counts and RPKMs per gene (over coding exons of RefSeq gene models) per replicate are implemented in the Bioconductor package, HTSeqGenie (v 3.10.0) (38).

We compared the gene expression profiles of the two cell lines using the gene count data described above, and the Bioconductor package edgeR (39). Each of the three temporally separate RNA-seq libraries per cell line was used as biological replicates for dispersion estimates within edgeR. Genewise exact tests for differential gene expression were performed, and resulting summary statistics reported. We used the cutoffs of FDR<0.001, fold change > 2, and RPKM >=0.5 (in cell line with overexpression) to declare differential expression.

8.4. DNA Methylation Analysis

DNA methylation was measured by Illumina Infinium Human Methylation 450K BeadChips and preprocessed using the Bioconductor lumi package (40). Methylation status was measured in beta-values ranging from 0 (unmethylated) to 1 (methylated). A probe was considered to show significant methylation change, if the difference between H1993 and H2073 beta-values was larger than 0.5. Nearby (less than 2kb) differentially methylated probes were merged into differentially methylated regions (DMR). Final differential methylation calls were based on DMRs near gene transcription starting site (TSS) (2kb upstream of TSS or overlapping with the first exon of the gene) with a minimum of two supporting probes.

8.5. Data Access

The results of Complete Genomics WGS and copy number SNP array assays have been previously published (7). The remaining data will be made available to the public and the repository location and accession information can be obtained from the authors.
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Disrupted or abnormal biological processes responsible for cancers often quantitatively manifest as disrupted additive and multiplicative interactions of gene/protein expressions correlating with cancer progression. However, the examination of all possible combinatorial interactions between gene features in most case-control studies with limited training data is computationally infeasible. In this paper, we propose a practically feasible data integration approach, QUIRE (QUadratic Interactions among infoRmative fEatures), to identify discriminative complex interactions among informative gene features for cancer diagnosis and biomarker discovery directly based on patient blood samples. QUIRE works in two stages, where it first identifies functionally relevant gene groups for the disease with the help of gene functional annotations and available physical protein interactions, then it explores the combinatorial relationships among the genes from the selected informative groups. Based on our private experimentally generated data from patient blood samples using a novel SOMAmer (Slow Off-rate Modified Aptamer) technology, we apply QUIRE to cancer diagnosis and biomarker discovery for Renal Cell Carcinoma (RCC) and Ovarian Cancer (OVC). To further demonstrate the general applicability of our approach, we also apply QUIRE to a publicly available Colorectal Cancer (CRC) dataset that can be used to prioritize our SOMAmer design. Our experimental results show that QUIRE identifies gene-gene interactions that can better identify the different cancer stages of samples, as compared to other state-of-the-art feature selection methods. A literature survey shows that many of the interactions identified by QUIRE play important roles in the development of cancer.
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1. Introduction

In this paper, we focus on the task of biomarker discovery and cancer diagnosis directly based on patient blood samples in the setting of limited training data. Although cancer diagnosis based on microarray datasets has been extensively studied, blood-based cancer status prediction is still a challenging problem, because complex diseases like cancers are the results of multiple genetic and epigenetic factors and their manifestation in blood samples is even more complicated than in tumor samples. It is very difficult to identify these complicated factors solely based on limited information provided by training data. Previous studies on single gene markers can provide valuable information about disease status prediction, but they offer limited insight into the complex interplay among the molecular factors responsible for progression of complicated diseases such as cancers. So, recently, research in complex diseases shifts towards the identification of multiple genes that interact directly or indirectly in contributing their association to the target disease. Several complex interactive partners from previous
studies have been shown to give important insight into the mechanism of breast cancer\textsuperscript{1} and colorectal cancer,\textsuperscript{2} but none of these approaches addressed the problem of disease diagnosis based on blood samples or considered the multiplicative effect of gene/protein expressions.

The identification of groups of genes that show differential behavior in the manifestation of complex diseases is computationally infeasible due to the combinatorial nature of the problem. Several recent methods propose to reduce the search space using orthogonal prior knowledge about connections amongst the genes, such as interactions collected from protein-protein interaction (PPI) network\textsuperscript{3} or grouping information from functional annotations of proteins. One notable computational method named Group Lasso\textsuperscript{4} incorporates such prior interaction or grouping among the genes to detect gene groups that contribute to human disease, by enforcing sparsity at the group level in a supervised regression framework. Group Lasso is extended by Jacob \etal\textsuperscript{5} to a more general setting that incorporates groups whose overlaps are nonempty. Such overlaps in groups is biologically significant, because many genes participate in multiple pathways and manifest themselves in several biological processes. Although (Overlapping) Group Lasso is very useful in identifying biologically relevant groups of genes and proteins, it cannot capture complex combinatorial relationships among the features within and across the groups, and it often outputs too many features as biomarkers. Also, current PPI network data is inherently noisy due to experimental constraints.\textsuperscript{6} Algorithmic approaches based solely on these noisy prior information can result in many false positive interactions which are absent in the real genome space.

Our goal in this paper is to identify the complex combinations of single genes and multiplicative pairwise interactions among genes that help us (1) better perform cancer diagnosis based on blood samples, and (2) gain novel insights into the mechanistic basis of the diseases. Since the total number of possible pairwise human gene interactions is huge, it is computationally infeasible to examine all possible combinatorial combinations of them when trying to understand their relevance to the diseases under consideration. We propose a two-stage approach in a sparse learning framework, named as QUIRE, i.e. to detect QUadratic Interactions among infoRmative fEatures which show differential behavior for diagnosing a target disease using protein or mRNA expressions. Based on our own experimentally generated data from patient blood samples using a novel SOMAmer technology,\textsuperscript{7} we apply QUIRE to blood-based cancer diagnosis for RCC and OVC, and we also apply QUIRE to a publicly available CRC dataset that can be used to prioritize our SOMAmer design. QUIRE can discover complementary sets of markers and pairwise interactions that can better classify samples from different stages of cancer and predict post-cancerous events, like cancer recurrence and death from cancer with higher accuracy than other state-of-the-art feature selection methods. To the best of our knowledge, QUIRE is the first proposed method to identify combinatorial patterns among the pairs of informative genes for studying complex diseases like cancers. Subsequent functional analysis of the interactions identified by QUIRE reveals that it can indeed identify genes relevant to the progression of diseases under study.
2. Problem and Method

The identification of single gene markers in a genome-wide case-control study is an ill-posed problem, because the number of genes in human cells is much larger than that of available samples. For such problems, Lasso, proposed by Tibshirani et al.\textsuperscript{8} is very popular for selecting a small number of features relevant to the problem under study. When a set of features are highly correlated to each other, Lasso selects one from that set, ignoring others. So there is a possibility that Lasso leaves out biologically relevant genes from its set of selected informative features.

Suppose we have a data set $S$ containing $n$ samples and $p$ gene features $(x^i, y^i)$ with response variable $y \in R$ and feature vector $x \in R^p$, where $i \in \{1, \ldots, n\}$, and we assume that the feature values and the $y$s are centered in $S$. The Lasso approach optimizes the following objective function,

$$\ell(w) = \sum_{i=1}^{n} (y_i - \sum_{j=1}^{p} w_j x_{ij})^2,$$

$$\ell_{\text{lasso}}(w) = \ell(w) + \lambda \sum_{j=1}^{p} |w_j|,$$

where $\ell(w)$ is the loss function of linear regression, and $w$ is the weight parameter. The $\ell_1$ norm penalty in lasso induces sparsity in the weight space for selecting features. It is obvious that the sum of the least squared errors and the $\ell_1$ norm are convex functions with respect to the weights $w$. Lasso has a global optimum, which can be identified by any convex optimization technique.

In spite of the computational efficiency and the popularity of Lasso for feature selection, its formulation prevents it from capturing any prior information on possible group structures among the features. Group Lasso\textsuperscript{4} proposed using $\ell_{2,1}$ penalty to select groups of input features which are partitioned into non-overlapping groups. The group penalty is the sum of the $\ell_2$ norm on the features belonging to the same group. Overlapping Group Lasso\textsuperscript{5} extends Group Lasso to handle groups of features with overlapping group members by duplicating input features belonging to multiple groups in the design matrix. Because a lot of real applications involve overlapping feature groupings, Overlapping Group Lasso is a more natural choice than Group Lasso for biomarker discovery. Suppose that we partition $p$ features in data set $S$ into $q$ overlapping groups $G = \{g_1, g_2, \ldots, g_q\}$, the following objective function is minimized\textsuperscript{5},

$$\ell_{\text{oglasso}} = \ell(w) + \lambda \sum_{g \in G} ||w_g||,$$

where $\lambda$ is the regularization parameter, $w_g$ denotes the vector of weights associated with features in group $g$, and $||\cdot||$ is the Euclidean norm. The above optimization problem is separable, so we can use block coordinate descent to optimize the weights associated with each group $g$ separately. Although considering grouping structure among input features is very important for feature selection, Overlapping Group Lasso only encourages sparsity at the feature group level and there is no sparsity penalty within feature groups. Therefore, Overlapping Group Lasso often outputs a much larger number of selected features than Lasso. Furthermore, Lasso
Fig. 1. Working model of QUIRE. QUIRE takes as input, gene or protein expression levels of a set of samples, disease status of those samples and physical interactions amongst the gene products. Then it uses gene ontology based functional annotation to group the genes and cluster the interaction network. Overlapping group lasso is run next on the expression and interaction space to identify informative set of genes and interactions. QUIRE then enumerates all pairwise binary interactions amongst the selected gene features. Finally the proposed novel objective function is applied on the selected single gene features, the informative protein protein interactions and the quadratic interactions amongst these genes to identify the final set of interactions and gene markers.

Overlapping Group Lasso only consider single gene features for prediction, which is limited for disease status prediction and biomarker discovery as shown by our experimental results. For cancer diagnosis and biomarker discovery from blood samples or tissue samples, we consider all possible combinations of single gene features and quadratic gene interaction features. Ideally, we want to optimize the following optimization problem to identify discriminative features given the dataset $S$,

$$\ell(\mathbf{w}, \mathbf{U}) = \sum_{i=1}^{n} (y^i - \sum_{j=1}^{p} w_j x_j^i - \sum_{j=1}^{p-1} \sum_{k=j+1}^{p} U_{jk} x_j^i x_k^i)^2$$

$$+ \lambda_1 \sum_{j=1}^{p} |w_j| + \lambda_2 \sum_{j=1}^{p-1} \sum_{k=j+1}^{p} |U_{jk}|,$$

where $\mathbf{U}$ is the weights associated with pairwise feature interactions. However, the above model has $O(p^2)$ features and is not applicable to genome-wide biomarker discovery studies because $p^2$ is too large. Provided that the training data is often very limited, it is almost impossible to identify the discriminative single or quadratic interaction features by solving the above optimization problem. We propose QUIRE (QUadratic Interactions among infoRmative fEatures) to address these challenges, which is based on Overlapping Group Lasso and Lasso. And it takes advantage of both of these feature selection methods.

The underlying idea of QUIRE is to incorporate all possible complementary biological knowledge (see Figure 1) into the above intractable optimization problem to reduce search space. By restricting discriminative gene interactions to happen only between genes in some informative gene groups, we can use existing functional annotations of input genes to identify these groups thereby to throw away a lot of interaction terms during the optimization. In addition, available physical interactions between the protein products of input genes can also be used to cut the search space, although discriminative gene feature interactions for prediction do not always necessarily correspond to physical interactions. The general working model of QUIRE is shown in Figure 1. In details, QUIRE takes the expression profile of $n$ samples over $p$ genes (proteins), the physical interaction network among the genes products (i.e. protein-
protein interaction network) and the disease status of these samples as input, and it outputs a (small) set of discriminative genes and gene interactions with corresponding learned weights for predicting the disease status of any incoming test sample. The step-by-step working model of QUIRE is given below:

1) **Functional group generation:**

   a) QUIRE groups the input gene features into overlapping functional categories according to the existing Gene Ontology (GO) based functional annotations such as Cellular Colocalization (CC).

   b) QUIRE clusters the given interaction network (i.e. PPI) into subsets of overlapping gene products based on CC.\textsuperscript{b}

2) **Informative genes and functional interactions selection:**

   a) Given the GO functional grouping of input gene features, Overlapping Group Lasso is run to select top discriminative genes for disease status prediction according to the absolute values of the learned weights of gene features.\textsuperscript{c}

   b) Overlapping group lasso is run on the clustered interaction network to select informative groups of protein-protein interactions. In this case, each cluster is considered as a group and the products of pairwise gene/protein feature values among the interacting proteins in a group are used as interaction feature values.

3) **Selection of most informative interactions and genes:** QUIRE first enumerates all possible quadratic feature interactions among the informative genes selected at step 2(a). Then it takes these quadratic interactions, single informative gene features and the informative functional interactions identified at step 2(b) as input and it outputs the final selected gene interactions and single genes as biomarkers.

In order to identify the discriminative combinations of single gene features and quadratic interactions among pairwise informative genes, we define our proposed objective function for Lasso as follows,

\[
\ell(w, U, R) = \sum_{i=1}^{n} (y_i - \sum_{j=1}^{m} w_j x_{ij} - \sum_{j=1}^{m-1} \sum_{k=j+1}^{m} U_{jk} x_j^i x_k^i - \sum_{l=1}^{r} R_l I_l)^2 \\
+ \lambda_1 \sum_{j=1}^{m} |w_j| + \lambda_2 \sum_{j=1}^{m-1} \sum_{k=j+1}^{m} |U_{jk}| + \lambda_3 \sum_{l=1}^{r} |R_l|,
\]

where \(j\) and \(k\) index the \(m\) seed informative genes and \(l\) indexes the \(r\) informative protein-protein interactions selected by the Overlapping Group Lasso in the previous step, \(U\) and \(R\) are weights associated with feature interactions, and \(\lambda_1, \lambda_2,\) and \(\lambda_3\) are regularization parameters.\textsuperscript{d}

The objective function contains \(\ell_1\) penalties at single gene level, pairwise gene interaction level, and protein interaction level. The intuition behind this formulation is that it captures

\textsuperscript{b}We chose CC as final functional grouping of gene/protein features because it produces groups with reasonable size (see experiment section for details) and it is the most relevant annotation to blood-based diagnosis.

\textsuperscript{c}m is selected by 5-fold cross validation.

\textsuperscript{d}In our experiments, we make \(\lambda_1 = \lambda_2 = \lambda_3\) and set it by 5-fold cross validation.
the interactions that are complementary to the individual informative genes. Because it is computationally infeasible to consider every pair of interaction in a genome-wide case-control study, QUIRE reduces the search space by using the features that are selected by Overlapping Group Lasso as the informative ones, and then it relies on Lasso with $\ell_1$ penalties to identify the discriminative combination of informative individual gene features and gene interaction features, which provides an approximation to the problem of searching an exponential number ($O(2^{p+p^2})$) of all possible combinations of single features and pairwise interaction features. Our current implementation of QUIRE is based on the standard Lasso package from glmnet$^{9}$ and the Overlapping Group Lasso programs from Jacob $et$ $al.$, 2009.$^5$

3. Experimental Results and Discussion

In this section, we present experimental results of QUIRE on three different cancer datasets: blood-based cancer diagnosis and biomarker discovery for (1) Renal Cell Carcinoma (RCC) and (2) Ovarian Cancer (OVC) based on our private datasets, and cancer recurrence and death prediction for (3) Colorectal Cancer (CRC) based on a public microarray dataset, in which the identified markers can be used to prioritize our SOMAmer design. We compare the performance of QUIRE to the state-of-the-art feature selection techniques, Lasso, Overlapping Group Lasso and SVM. We then perform a literature survey and enrichment analysis of the informative interactions selected by QUIRE and show that they are relevant to the progression of the disease.

3.1. Our Blood-based Datasets Generated by the SOMAmer Technology

To predict cancer progression status directly from blood samples, we generated our own datasets$^e$. All samples and clinical information were collected under Health Insurance Portability and Accountability Act compliance from study participants after obtaining written informed consent under clinical research protocols approved by the institutional review boards for each site. Demographic data was collected by self-report and clinical data by chart review. Blood was processed within 2 hours of collection according to established standard operating procedures. To predict RCC status, serum samples were collected at a single study site from patients diagnosed with RCC or benign renal mass prior to treatment. Definitive pathology diagnosis of RCC and cancer stage was made after resection. Outcome data was obtained through follow-up from 3 months to 5 years after initial treatment. To predict OVC status, plasma samples were collected from women with a suspicious pelvic mass prior to treatment. Definitive pathology diagnosis of ovarian cancer stage or benign mass was made after resection. CA-125 (Carbohydrate Antigen 125 also known as MUC16) was measured by a routine clinical laboratory assay. To generate RCC and OVC datasets, the SOMAmer based proteomic technology$^7$ is used to measure the concentration of a selected set of about 1000 proteins in Relative Fluorescence Unit. The CRC samples belong to a publicly available microarray dataset collected from gene expression omnibus (GEO), and referenced by accession number $e$

$^e$Due to conflict of interest, the datasets are not publicly available. Data requests should be sent to the last author of this paper.
Our RCC dataset contains 212 RCC samples from benign and 4 different stages of tumor. Expression levels of 1092 proteins are collected. The number of Benign, Stage 1, Stage 2, Stage 3 and Stage 4 tumor samples are 40, 101, 17, 24 and 31 respectively. Our OVC dataset contains 845 proteins’ expressions for 248 samples across Benign and 3 different stages of ovarian cancer. The number of Benign, Stage 1, Stage 2 and Stage 3 tumor samples are 134, 45, 8 and 61 respectively. The public CRC microarray dataset (GSE17536) contains 177 samples from 4 different stages (Stage 1 to Stage 4) of CRC. Expression levels of 20125 genes are collected. Besides stage information, this dataset also has records for each patient, the binary valued information of “Cancer Recurrence” and “Death from Cancer”. Out of 177 patients, 55 had recurrence of cancer and 68 died from cancer.

In order to group the genes using gene ontology terms, we use the web based tool “Database for Annotation, Visualization, and Integrated Discovery” (DAVID, http://david.abcc.ncifcrf.gov/). There are a set of parameters that can be adjusted in DAVID based on which the functional classification is done. This whole set of parameters is controlled by a higher level parameter “Classification Stringency”, which determines how tight the resulting groups are in terms of association of the genes in each group. In general, a “High” stringency setting generates less number of functional groups with the member genes tightly associated and more genes will be treated as irrelevant ones into an unclustered group. We set the stringency level to “Medium” which results in balanced functional groups where the association of the genes are moderately tight. The total number of groups based on CC annotations for RCC and OVC datasets are 56 and 23 respectively, and the number of groups for the CRC dataset is 520.

Besides using it for selecting informative single gene features, we use Overlapping Group Lasso to select the informative protein protein interactions. We download the binary protein protein interactions (PPI) data from HPRD (http://www.hprd.org/). For each feature group $G_i$, we identify the pairs of member genes of $G_i$ whose products interact directly with each other in the PPI network. The set of all such pairs where both interacting partners are members of $G_i$ forms a group. For a pair of interacting genes $x_j$ and $x_k$ in a group, we use their quadratic interaction term $x_jx_k$ as their expression level. Usage of the quadratic interaction formulation in Overlapping Group Lasso helps us to integrate the resulting informative protein protein interactions into the formulation of QUIRE directly without any transformation. Thus the total number of groups are same in the case of interactions and single gene features. But the cardinality of each group and the expression levels of the members are different.

### 3.2. Experimental Design

We perform three stage-wise binary classification experiments using RCC samples: Classification of Benign samples from Stage 1 – 4 samples, Classification of Benign and Stage 1 samples from Stage 2 – 4 samples, and Classification of Benign, Stage 1,2 samples from Stage 3,4 samples. In the OVC dataset, CA125 is a well-known marker in ovarian cancer. Concentration of CA125 is used to measure the progression of the disease. The suspicious cutoff level of CA125 is 40 U/mL, meaning that concentration level above 40 of this marker might be
indicative of OVC. But \textit{CA125} is not a good indicator of early detection of the disease onset, especially when the concentration of this biomarker is between 40 and 100.\textsuperscript{13} So we use samples with \textit{CA125} concentration level between 40 and 100 as our test set in this experiment. The remaining samples, with concentration of \textit{CA125} below 40 and above 100 are used as training set. We perform the following experiments: Classification of Benign samples from Stage 1 – 3 samples, Classification of Benign, Stage 1 samples from Stage 2, 3 samples, and Classification of Benign, Stage 1, 2 samples from Stage 3 samples. On the CRC dataset, we perform binary classifications to predict whether there is disease-free survival in the follow-up time or not for cancer recurrence prediction and whether there is death from CRC across all pathological stages of the disease for death from colorectal cancer prediction.

3.3. \textit{Classification performance of QUIRE}

In this section, we report systematic experimental results on classifying samples from different stages of RCC and OVC and in predicting CRC recurrence and death from CRC. In the first stage of QUIRE, we use Overlapping Group Lasso to identify the biologically relevant groups of features and pairwise protein interactions, which in turn, is used in the subsequent stage to explore the set of informative markers and quadratic interactions. However, for the RCC and OVC datasets, we do not use protein protein interactions for prediction purpose. This is because, these datasets include only selected marker proteins distributed sparsely across the protein interaction network and thus most of them do not interact with each other directly.

After we run Overlapping Group Lasso on the gene groups, we sort the genes based on the weight value assigned to it by the algorithm. We used cross validation to select the optional parameter $m$ in QUIRE from \{100, 200, 300, 400, 500\}, and $m = 200$ was selected for all our experiments. For classification of CRC samples, Overlapping Group Lasso on average selects 1000 PPIs as informative ones. We use this whole set of selected protein interactions as input to QUIRE to be considered besides the paired quadratic interactions.

The predictive performance of the markers and pairwise interactions selected by QUIRE is compared against the markers selected by Lasso, linear Support Vector Machine (SVM) and Overlapping Group Lasso. We use glmnet\textsuperscript{9} and LiblineaR\textsuperscript{14} packages for implementation of Lasso and SVM respectively. We use the Group Lasso implementation (with overlapping groups) from.\textsuperscript{5} The overall performance of the algorithms are shown in Figure 2. In this figure, we report average AUC (Area Under the Curve) score for ten runs of five-fold cross validation experiments for cancer stage prediction in RCC (Figure 2(A)) and for predicting cancer recurrence and death from cancer in CRC(Figure 2(C)). In five fold cross validation experiments, we divide the samples equally into five disjoint sets or folds. We keep one fold for testing. On the remaining four folds, we use Overlapping Group Lasso to identify the informative set of markers and protein protein interactions (for CRC). We train QUIRE on these four folds using these markers to identify the pairwise interactions and markers and use the set-aside test set for prediction purpose. For each run, this procedure is repeated for each of the five folds and average AUC score is reported for ten such runs. For OVC, we report average AUC score (Figure 2(B)) for predicting the cancer stage of the samples with intermediate levels of \textit{CA125} (concentration of \textit{CA125} is between 40 and 100) using the
remaining samples for training and informative feature selection. In cancer stage prediction

Fig. 2. Comparison of the classification performances of different feature selection approaches with QUIRE in identifying the different stages of (A) RCC, (B) OVC and (C) in predicting CRC recurrence and death from CRC. In (A) and (C), five fold cross validation is repeated ten times and average AUC score is reported. For (B), samples with CA125 marker’s expression level between 40 and 100 are used as test cases, while the remaining samples are used for training. This experiment is also repeated ten times and average AUC score is reported.

experiments for RCC and OVC, we see from Figure 2 that the combination of informative markers and pairwise interactions identified by QUIRE show better classification performance in every case, as compared to the markers selected by Lasso, SVM and Overlapping Group Lasso. For early detection of the diseases (classification of Benign, Stage 1 vs. rest of the samples), QUIRE achieves average AUC scores of 0.88 and 0.82 for RCC and OVC respectively. Overlapping group lasso shows next best performance with average AUC scores of 0.83 and 0.80 respectively. Lasso and SVM, which do not use any grouping or interaction information amongst the features, show the worst performance in all of the classification tasks apart from one. As QUIRE markers show consistently better performance across all the stages of RCC and OVC, they can be used for improved diagnosis and prognosis of these two different types of cancers. Also QUIRE helps better prediction of OVC progression for samples with intermediate levels of CA125; so it can be used by the physicians for early detection of this disease.

From Figure 2(C), we can see that gene-gene interactions help us better predict both CRC recurrence and death from CRC, as compared to the other feature selection mechanisms. In the events of cancer recurrence and death from cancer, the average AUC values achieved by features selected with QUIRE are 0.79 and 0.81 respectively, while markers identified by Overlapping Group Lasso show the next best performance with average AUC value of 0.71 in
both of these categories. Markers identified by Lasso show the worst performance in prediction of both of these events. The performance gap between QUIRE and the other three popular feature selection techniques hint to the fact that QUIRE can identify interactions that might help us better understand the mechanistic basis of CRC.

These experimental results show that QUIRE identifies markers and interactions that complement each other in such a way that they not only help better diagnosis and prognosis of cancer, but also can predict the advanced events of recurrence of cancer and survival after cancer with higher accuracy than other state-of-the-art algorithms. For each of these datasets, identification of informative pairwise interactions using brute-force enumerative technique is computationally impractical due to the huge dimensionality of the search space. QUIRE helps reducing this space by a large margin. The total running time of QUIRE is dominated by the Overlapping Group Lasso stage which takes around one hour to identify biologically relevant groups of genes and protein interactions in traditional desktop computers for the types of problems we study. After the dimensionality is reduced, QUIRE exhaustively enumerates all the pairwise interactions and use the protein interactions identified in the previous stage on this low dimensional space in a couple of minutes. QUIRE is computationally very fast considering that it identifies discriminative pairwise gene interactions at a genome-wide scale.

3.4. Informative QUIRE markers and interactions associated with cancer

Cancer is a genetic disease, which originates and develops through a process of mutations. Mutations in individual gene not only disrupts its own function, but also affects its interaction patterns with other genes. As complex diseases like cancer is a result of dysregulation in the interactions among the genes, researchers focus on identifying those relevant interactions to gain more insight into the molecular basis of the disease. On the CRC dataset, QUIRE selects about 120 quadratic interactions and single features in total on average as informative ones for both CRC recurrence and death from CRC. On the other hand, the average number of markers selected by Overlapping Group Lasso and Lasso on the same prediction tasks are about 1100 and 150 respectively. Therefore, Overlapping Group Lasso itself is unsuitable for biomarker discovery although it produced the second best performance.

An investigation of the pairwise interactions identified by QUIRE on CRC dataset reveals that many of these interactions are indeed relevant to the progression of cancer in general. Some of such interactions identified for prediction of CRC recurrence include JAK2 - LYN,15 Transforming growth factor beta (TGFβ) - SMAD,16 Epidermal growth factor receptor (EGFR) - Caveolin (CAV),17 TP53 - TATA binding protein (TBP),18 Connective tissue growth factor (CTGF) - Vascular endothelial growth factor (VEGF),19 Edoglin (ENG) - Transforming growth factor beta receptor (TGFβR).20 Further investigations of the interactions identified by QUIRE might reveal novel gene partners associated with cancer and thus lead to testable hypothesis.

Disturbance in pairwise interactions among the genes affects the pathways in which they are located in. Cancer pathways are a set of pathways dysregulations in which have been shown to be associated with initiation and progression of the disease. A pictorial view of the well-known cancer pathways can be found in the KEGG database(http://www.genome.jp/kegg/pathway/hsa/hsa05200.html).21 We per-
form a pathway enrichment analysis where we test if the set of the markers and interactions identified by QUIRE on the CRC dataset reside in the cancer pathways. As part of this experiment, we first use the partner genes identified by QUIRE as part of the informative interactions while predicting CRC recurrence. We use DAVID to identify the statistically significant pathways that are enriched in these genes. An investigation of the enriched pathways returned by DAVID indicates that many of them are indeed responsible for cancer or related to functions dysregulation in which results in cancer. Some of such KEGG pathways include Apoptosis (p-value $4.7 \times 10^{-4}$), Focal adhesion (p-value $3 \times 10^{-5}$), Cell adhesion molecules (p-value $9.2 \times 10^{-4}$), p53 signaling pathway (p-value $1.3 \times 10^{-2}$), Gap junction (p-value $1.3 \times 10^{-2}$), MAPK signaling pathway (p-value $4.5 \times 10^{-2}$), ErbB signaling pathway (p-value $5.8 \times 10^{-2}$), Cell cycle (p-value $6.6 \times 10^{-2}$), Pathways in Cancer (p-value $7.2 \times 10^{-4}$), Colorectal cancer (p-value $10^{-3}$). Repeating the same analysis on the interacting partners identified by QUIRE while predicting “Death from CRC” result in identification of similar pathways (data not shown).

### 3.5. Significance of feature interactions in QUIRE

We also perform classification experiments to observe the performance of PPIs and informative single features on predicting CRC recurrence and death from CRC without quadratic feature interactions. For this experiment, we use the single gene markers and the PPIs selected by Overlapping Group Lasso as input to QUIRE and enumeration of the pairwise interactions among the marker genes is avoided. For ten runs of five fold cross validation experiment on this modified feature set, we observe average AUC score of 0.71 for both classification tasks. If we only use informative single features with the same experimental setting, the average AUC score we got is 0.70. These results show that besides physical interactions and single features, indirect higher level interactions among the informative genes must be taken into account to understand the basic mechanism of complex diseases.

### 4. Conclusion

In this paper, we propose a computational approach, QUIRE, to identify combinatorial interactions among the informative genes in complex diseases, like cancer. Our algorithm uses Overlapping Group Lasso to identify functionally relevant gene markers and protein interactions associated with cancer. It then explores the pairwise interactions among these relevant genes within this reduced space exhaustively and the selected pairwise physical protein interactions to discover the combination of individual markers and gene-gene interactions that are informative for prediction of the disease status of interest. The application of QUIRE on three different types of cancer samples collected using two different techniques shows that our approach performs significantly better than the state-of-the-art feature selection methods such as Lasso and SVM for biomarker discovery while selecting a smaller number of features, and it also shows that our approach can capture discriminative interactions with high relevance to cancer progression. Further investigations show that QUIRE can identify markers and interactions that have been associated previously with pathways associated with cancer. Moreover, the good performance of QUIRE on the CRC dataset suggests that applications of QUIRE on genome-wide microarray experimental data can be used to help prioritize SOMAmer design.
for blood-based cancer diagnosis. And QUIRE applied to blood-based experimental data has the great potential to impact the field of practical medical diagnosis.
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We propose and discuss a method for doing gene expression meta-analysis (multiple datasets) across multiplex measurement modalities measuring the expression of many genes simultaneously (e.g. microarrays and RNAseq) using external control samples and a method of heterogeneity detection to identify and filter on comparable gene expression measurements. We demonstrate this approach on publicly available gene expression datasets from samples of medulloblastoma and normal cerebellar tissue and identify some potential new targets in the treatment of medulloblastoma.

1. Background

Highly multiplex gene expression studies using microarrays or RNAseq are very useful for probing the functional genomics of a wide range of biological processes. The analysis of gene expression data typically involves some sort of comparison between samples. Often this comparison is between samples drawn from different conditions. Possible comparisons include samples from tissue treated with different pharmaceuticals, samples drawn from different tissue types or different developmental stages, or samples taken from diseased tissue compared with samples taken from healthy tissue. Many cancer types have been the focus of extensive gene expression analysis, both to identify new molecular subtypes of cancer by comparing different cancer samples, one to another, but also to compare the gene expression differences between healthy tissue and cancerous tissue to help elucidate the molecular processes in different forms of neoplasia. Comparing gene expression levels across thousands of genes in healthy tissue and cancer is a powerful tool in investigating cancer pathogenicity and the development of new pharmacological agents to treat cancer. In many types of cancer such as breast or prostate cancer, it is standard practice during therapeutic surgical removal of a tumor to remove an accompanying portion of nearby healthy tissue surrounding the tumor (i.e. the margin). This provides material from which paired mRNA can be extracted for comparison between healthy and neoplastic tissue.
However, for many types of cancer this is not possible. For primary brain tumors, surgical resection of the tumor is often a balanced tradeoff between removing as much neoplastic material as possible, while leaving as much essential (eloquent) tissue structures as possible to maintain as much function as possible. In aggressive brain tumors, the border of the malignancy and the healthy tissue may not be distinct or clearly separable. For obvious ethical reasons, it is not possible to obtain brain biopsies of healthy tissue from volunteers, unlike tissue types such as skin or blood. This makes having samples for multiplex comparison of gene expression between tumor and healthy brain tissue very difficult.

Medulloblastoma is a type of highly malignant primary brain tumor that typically originates in the cerebellum below the tentorium cerebelli in the posterior fossa. Gene expression studies of samples taken from medulloblastoma solid tumor tissue have focused on identifying different genomic subtypes of medulloblastoma that might lead to new targeted therapies or stratify prognosis [1,2]. Although it might be possible to do a post-mortem analysis of gene expression changes between samples drawn from tumor tissue and nearby brain in those unfortunate individuals who succumb to the disease, most victims of medulloblastoma are treated with radiation, chemotherapy or both, which can cause dramatic gene expression changes in both tumor and non-neoplastic tissue, making a true comparison of tumor with “normal” tissue difficult. Some of the only gene expression datasets of healthy normal brain tissue come from samples taken from freshly deceased cadavers, often from individuals tragically killed in accidents who pre-arranged to donate biological samples to research or whose families do so on their behalf.

Recent developments in techniques of multiplex meta-analysis have led to techniques that synthesize multiple highly multiplex gene expression studies (e.g. microarray or RNAseq) to help remove batch effects, increase statistical power, and identify differences more likely to be biologically relevant and to be reproduced in subsequent studies [3–6]. In short, these approaches typically involve two steps, one is to identify if the measurements of gene expression across studies are even comparable, or if there is too much variation. The second step is to develop some overall estimate of the relative variation in gene expression across the studies and its statistical significance, against the typical null hypothesis of no difference in underlying expression between conditions.

One possible way to address this problem of gene expression samples without matched controls is to find a way to identify genes expression profiles which look the same within datasets studying a particular condition (e.g. medulloblastoma and healthy cerebellar tissue), and then look for genes that then vary between datasets. To make this intuition more formal, we propose using a statistical measure of heterogeneity across datasets for medulloblastoma and healthy cerebellum respectively to identify genes that are consistently expressed at an equivalent level within the datasets studying each condition (i.e., low heterogeneity implies homogeneity of expression). At the same time, we compute a meta-estimate of effect (expression level) with an appropriate meta-estimate of a confidence interval in that expression level across datasets and compare these two differences between conditions. Figure 2 shows some contrasting patterns of expression across datasets that demonstrate these concepts pictorially.

In order to investigate this concept further, we searched through the Gene Expression Omnibus (GEO) [7] to identify publicly available datasets of gene expression of medulloblastoma and
healthy, normal cerebellar tissue. To make the best comparison possible, we focused on control brain samples from the cerebellum. Gene expression samples were excluded if they were associated with a particular diagnosis (e.g. Huntington’s disease) or a drug treatment. We obtained a total of 191 cerebellar control microarrays, and a total of 414 medulloblastoma microarrays for a total of 605 microarrays. We also collected a dataset of 20 microarrays on brain aging to compare differences in gene expression in the tumor samples with normal brain aging. The datasets we collected are summarized in Table 1. With any large meta-analysis, not all datasets are completely consistent in their methodology or content. The Fiaschetti2011 mRNA is from medulloblastoma tissue culture, not primary tumor tissue, and the Remke2011 and Northcott2012 datasets share some overlap in the tumor source for 15 samples (~5% of the Northcott2012 dataset), but these were processed at different times on different microarray platforms, and we consider them as independent datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Arrays</th>
<th>Sample Type</th>
<th>Gene Expression Series</th>
<th>Pubmed ID</th>
<th>Publication</th>
<th>GEO Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gibbs2010</td>
<td>146</td>
<td>Cerebellar Control</td>
<td>GSE15745</td>
<td>20485568</td>
<td>JR Gibbs, PLoS Genetics, 2010</td>
<td>GPL6104</td>
</tr>
<tr>
<td>Hodges2006</td>
<td>27</td>
<td>Cerebellar Control</td>
<td>GSE3790</td>
<td>16467349</td>
<td>A Hodges, Hum Mol Genet, 2006</td>
<td>GPL96</td>
</tr>
<tr>
<td>Roth2006</td>
<td>9</td>
<td>Cerebellar Control</td>
<td>GSE3526</td>
<td>16572319</td>
<td>RB Roth, Neurogenetics 2006</td>
<td>GPL570</td>
</tr>
<tr>
<td>Roth2007</td>
<td>9</td>
<td>Cerebellar Control</td>
<td>GSE7307</td>
<td>Unpublished</td>
<td></td>
<td>GPL570</td>
</tr>
<tr>
<td>Fiaschetti2011</td>
<td>3</td>
<td>Medulloblastoma</td>
<td>GSE22139</td>
<td>21317922</td>
<td>G Fiaschetti, Oncogene, 2011</td>
<td>GPL570</td>
</tr>
<tr>
<td>Remke2011</td>
<td>64</td>
<td>Medulloblastoma</td>
<td>GSE28245</td>
<td>21911727</td>
<td>M Remke, J Clin Oncol, 2011</td>
<td>GPL6480</td>
</tr>
<tr>
<td>AgingCortex</td>
<td>20</td>
<td>Frontal Cortex</td>
<td>GSE1572</td>
<td>15190254</td>
<td>T Lu, Nature 2004</td>
<td>GPL8300</td>
</tr>
</tbody>
</table>

Table 1. Gene expression datasets used in this paper. For the multiplex meta-analysis of gene expression in medulloblastoma, four studies of medulloblastoma and four studies of healthy cerebellar cortex were synthesized. An additional dataset of gene expression in the brain as a function of age (individuals age 26-73 were used) was also used to compare gene expression changes in aging against gene expression changes found in medulloblastoma. Note that the GPL570 platform (Affymetrix U133 Plus 2.0) has been used for both some control datasets and some medulloblastoma datasets, setting a point of relative comparison between conditions.

2. Results of Analysis

For each microarray dataset, the expression data was obtained from the Gene Expression Omnibus (GEO) [7] and quantile normalized. The probe identifiers for each sample were mapped to Entrez Gene identifiers using AILUN [8]; probes that mapped to multiple identifiers were excluded. If multiple probes mapped to a single gene in a study, the median expression of all probes was taken for that gene. The expression levels of 7724 different genes were measured in all medulloblastoma and cerebellar datasets, but there was also some missing expression levels in individual microarrays, leaving us with 7015 genes with sufficient data to compare expression across
datasets. The genes were quantile normalized the genes across all microarrays together to get a normalized expression level across datasets.

We then performed a meta-analysis for each gene in the cerebellar and medulloblastoma datasets separately. For each gene in each dataset, we computed the mean expression rank and the standard error of that mean. We used the meta-analysis method proposed by Hedges, et al. [9] which creates a meta-effect estimate based on a random effects linear model, weighting the contribution of the effect (rank expression level) estimate from each included dataset inversely with the standard error of that estimate. This method has been widely used for microarray meta-analysis [5,10,11]. We computed a meta-effect size estimate and we computed a measure of heterogeneity, Cochrane’s Q [12] for each gene across the cerebellar and medulloblastoma datasets, respectively. This gave us a consensus measure of relative expression of each gene across the cerebellar studies, a confidence interval around that estimate, and a measure of how heterogeneous/homogenous expression of that gene was across studies. We created the corresponding meta-statistics for expression across the medulloblastoma studies.

By identifying the genes with the lowest 20% of heterogeneity in the cerebellar datasets and the genes with the lowest 20% of lowest heterogeneity in the medulloblastoma datasets, and then taking the intersection, we were left with 318 genes. These represent 318 genes that are consistently expressed at about the same level across all the cerebellar datasets and consistently expressed at about the same level across all the medulloblastoma datasets, but may differ in expression between the two conditions. To test the robustness of this result, we performed 100
random reshufflings of the dataset labels and repeated this analysis. Figure 1 shows that there was more heterogeneity in the randomized samples compared to the actual datasets. The median heterogeneity was always less in the actual data compared to the randomized samples. This suggests that it is possible to find a highly specific set of genes that are more homogenous in expression across datasets for each of the two conditions than random chance.

Of the 318 genes homogeneous in the datasets for both conditions (lower 20% of homogeneity in cerebellar and medulloblastoma datasets), 20 varied in meta-expression difference between medulloblastoma datasets and cerebellar controls greater than the computed meta-confidence interval (Equation 4). In the 100 randomized reshufflings of the dataset labels, there were a median of 8 genes (mean 7.97) genes which met the set criteria for heterogeneity and significant different, suggesting a false discovery rate of 40%.

Figure 2: Four forest plots of gene expression across datasets. The four cerebellar controls are shown in black, the medulloblastoma datasets in red. The expression pattern of PPIP5K2 shows narrow confidence intervals and also low heterogeneity, as the expression values across medulloblastoma datasets are similar to one another and the same is true for the controls. PPIP5K2 also shows a pronounced difference in expression between these two conditions; this is the type of expression pattern across datasets that shows strong evidence of increased expression in medulloblastoma. In contrast ZIC1, shows high heterogeneity and thus would be filtered out even though the meta-estimate would suggest substantially lowered expression in medulloblastoma, as the expression levels within datasets studying medulloblastoma vary widely, while the confidence intervals around the expression measurements are also narrow. SLC7A11 shows low heterogeneity, as the expression levels within datasets have broad confidence intervals that nearly overlap, but there is also no significant difference between medulloblastoma and cerebellar controls and thus would be filtered out. RAB7A both has high heterogeneity and low meta-estimate of the difference between medulloblastoma and cerebellar controls and would then be filtered out for both reasons.
Of the 20 genes found to be differentially expressed, two were located on chromosome X or & and may reflect a gender imbalance in samples and were removed, the remaining 18 are shown in Table 2. Figure 3 shows the expression pattern of ENC1 which encodes Ectodermal-Neural Cortex 1, a gene induced by P53 and which interacts with the Retinoblastoma protein. The PRKAR2B gene shows a similar pattern of expression (Figure 3); it is greatly increased in expression in medulloblastoma compared to the healthy cerebellar tissue. PRKAR2B encodes a regulatory subunit that plays a role in regulation of energy metabolism in the cell.

The filtering by heterogeneity is intended to limit the false positive rate, but we might want to focus on sensitivity and expand the coverage of our meta-analysis. Ignoring the filtering by heterogeneity, we can focus on the top genes whose meta-effect estimate significantly differs

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Map Location</th>
<th>Description</th>
<th>Cerebellar Control Q</th>
<th>Medullo Q</th>
<th>Cerebellar Expression Level</th>
<th>Medullo Expression Level</th>
<th>Differential Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>B3GALNT1</td>
<td>3q25</td>
<td>beta-1,3-N-acetylgalactosaminytransferase 1 (globoside blood group)</td>
<td>501.1</td>
<td>54.5</td>
<td>6.89 ± 0.22</td>
<td>8.00 ± 0.13</td>
<td>1.10 ± 0.25</td>
</tr>
<tr>
<td>DNAJC1</td>
<td>10p12.31</td>
<td>DnaJ (Hsp40) homolog, subfamily C, member 1</td>
<td>533.1</td>
<td>108.7</td>
<td>7.07 ± 0.11</td>
<td>8.25 ± 0.10</td>
<td>1.18 ± 0.15</td>
</tr>
<tr>
<td>ENC1</td>
<td>5q13</td>
<td>ectodermal-neural cortex 1 (with BTB-like domain)</td>
<td>559.7</td>
<td>4.3</td>
<td>7.27 ± 0.32</td>
<td>8.92 ± 0.11</td>
<td>1.64 ± 0.34</td>
</tr>
<tr>
<td>FAM115A</td>
<td>7q35</td>
<td>family with sequence similarity 115, member A</td>
<td>37.8</td>
<td>84.7</td>
<td>7.50 ± 0.07</td>
<td>9.03 ± 0.15</td>
<td>1.52 ± 0.16</td>
</tr>
<tr>
<td>FZD7</td>
<td>2q33</td>
<td>frizzled family receptor 7</td>
<td>190.9</td>
<td>159.1</td>
<td>8.52 ± 0.27</td>
<td>7.42 ± 0.47</td>
<td>-1.10 ± 0.54</td>
</tr>
<tr>
<td>LBH</td>
<td>2p23.1</td>
<td>limb bud and heart development homolog (mouse)</td>
<td>384.0</td>
<td>66.2</td>
<td>6.82 ± 0.17</td>
<td>8.06 ± 0.21</td>
<td>1.24 ± 0.27</td>
</tr>
<tr>
<td>LMBN1</td>
<td>5q23.2</td>
<td>lamin B1</td>
<td>251.9</td>
<td>155.2</td>
<td>6.86 ± 0.14</td>
<td>8.94 ± 0.24</td>
<td>2.08 ± 0.27</td>
</tr>
<tr>
<td>LRIF1</td>
<td>1p13.3</td>
<td>ligand dependent nuclear receptor interacting factor 1</td>
<td>169.6</td>
<td>128.1</td>
<td>6.91 ± 0.09</td>
<td>8.36 ± 0.17</td>
<td>1.45 ± 0.19</td>
</tr>
<tr>
<td>MORC3</td>
<td>21q22.13</td>
<td>MORC family CW-type zinc finger 3</td>
<td>511.0</td>
<td>50.8</td>
<td>7.35 ± 0.33</td>
<td>8.52 ± 0.09</td>
<td>1.17 ± 0.34</td>
</tr>
<tr>
<td>OSBPL8</td>
<td>12q14</td>
<td>oxysterol binding protein-like 8</td>
<td>561.9</td>
<td>38.6</td>
<td>7.88 ± 0.31</td>
<td>9.42 ± 0.06</td>
<td>1.54 ± 0.32</td>
</tr>
<tr>
<td>PAX6</td>
<td>11p13</td>
<td>paired box 6</td>
<td>451.4</td>
<td>144.4</td>
<td>9.52 ± 0.32</td>
<td>7.98 ± 0.51</td>
<td>-1.54 ± 0.60</td>
</tr>
<tr>
<td>PODXL</td>
<td>7q32-q33</td>
<td>podocalyxin-like</td>
<td>201.8</td>
<td>63.7</td>
<td>7.16 ± 0.17</td>
<td>8.97 ± 0.15</td>
<td>1.82 ± 0.23</td>
</tr>
<tr>
<td>PPIPSK2</td>
<td>5q21.1</td>
<td>diphosphoinositol pentakisphosphate kinase 2</td>
<td>153.7</td>
<td>120.2</td>
<td>6.95 ± 0.10</td>
<td>9.30 ± 0.12</td>
<td>2.34 ± 0.15</td>
</tr>
<tr>
<td>PRKAR2B</td>
<td>7q22</td>
<td>protein kinase, cAMP-dependent, regulatory, type II, beta</td>
<td>165.8</td>
<td>32.3</td>
<td>7.09 ± 0.09</td>
<td>9.34 ± 0.17</td>
<td>2.25 ± 0.19</td>
</tr>
<tr>
<td>SACS</td>
<td>13q12</td>
<td>spastic ataxia of Charlevoix-Saguenay (saccin)</td>
<td>145.4</td>
<td>128.6</td>
<td>7.08 ± 0.13</td>
<td>9.04 ± 0.29</td>
<td>1.96 ± 0.32</td>
</tr>
<tr>
<td>STMN1</td>
<td>1p36.11</td>
<td>stathmin 1</td>
<td>188.0</td>
<td>177.3</td>
<td>7.53 ± 0.10</td>
<td>8.77 ± 0.12</td>
<td>1.23 ± 0.15</td>
</tr>
<tr>
<td>TRMT11</td>
<td>6q11.1-q22.33</td>
<td>tRNA methyltransferase 11 homolog (S. cerevisiae)</td>
<td>183.4</td>
<td>103.4</td>
<td>7.24 ± 0.17</td>
<td>8.40 ± 0.17</td>
<td>1.17 ± 0.24</td>
</tr>
<tr>
<td>ZFP36</td>
<td>19q13.1</td>
<td>zinc finger protein 36, C3H type, homolog (mouse)</td>
<td>306.7</td>
<td>121.1</td>
<td>8.00 ± 0.64</td>
<td>6.94 ± 0.33</td>
<td>-1.06 ± 0.72</td>
</tr>
</tbody>
</table>
between cerebellar and medulloblastoma datasets (354 genes were found to be increased in medulloblastoma compared to the controls when ignoring heterogeneity), and do an analysis for functional enrichment of DAVID [13]. This analysis shows that these genes are highly over-enriched relative to the background of the genes measured across all datasets in such functional annotations such as cell cycle (10^{-19}, Benjamini corrected p-value for multiple hypothesis testing), M phase of mitosis (10^{-15}), cell division (10^{-11}) and being involved with cancer (10^{-5}), as might be expected. The 483 genes with lowered expression in medulloblastoma compared to healthy cerebellum (again ignoring the heterogeneity criterion) were highly enriched for genes annotated to be involved in the synapse (10^{-11}), transmission of nerve impulses (10^{-9}), synaptic transmission (10^{-9}), the transport of neurotransmitters (10^{-7}), psychiatric disorders (10^{-6}), and the regulation of nerve impulse transmission (10^{-5}). All this is clearly in line with our understanding of medulloblastoma replacing cells essential to the neurological functioning of the brain with cells focused on rapid replication and suggests that this multiplex meta-analysis approach for using external controls is producing differentially expressed genes with biological relevance to our understanding of medulloblastoma.

To address one of the larger potential biases in our datasets, we also investigated the relationship to differential expression of genes due to normal aging. Although we don’t have age information for all of our samples, medulloblastoma is a type of neurological cancer that preferentially targets younger individuals. At the same time, most of the healthy cerebellar brain samples are likely from recently deceased older adults, so there may be a bias toward discovering genes which vary in expression in the cerebellum due to development and aging. We do not have access to expression datasets from healthy cerebellar tissue in children of different ages; however, we do have some expression data on tissue from aging brains in adults. If we look at the dataset on aging of brain samples taken from the frontal cortex of samples taken from recently deceased adults, we can look to see if there is any evidence that the gene expression differences between medulloblastoma and healthy cerebellum could be attributable to simple differences in age. This is not a perfect comparison, but simple compromise based on what data we have available.

Using a dataset from Lu, et al. [14] obtained from the Gene Expression Omnibus [7], we obtained gene expression levels from microarrays made from samples from the frontal cortex from twenty individuals aged 26-73. The original dataset contains additional expression measurements from older brain samples, but we wanted to focus our analysis on gene expression changes in younger adults, and our exploratory analysis found that when using all the data the changes we identified were substantially driven by the samples drawn from much older individuals. Data was again quantile normalized, and we simply looked at the significance test for the Pearson correlation between age and gene expression level. The significance estimates were adjusted using the Benjamini-Hochberg method for addressing multiple hypothesis testing. Examples are shown in Figure 4.
None of the same genes were found to be significantly (adjusted p < 0.1) differentially expressed with age that were identified in the multiplex meta-analysis of the medulloblastoma and cerebellar controls. Although this does not prove that gene expression changes that we identified in medulloblastoma are not due to differences in the age of individuals sampled, it does suggest that we are not identifying changes in gene expression solely based on the most dramatic age-related changes.

3. Statistical Methods

Computations were done using the 'meta' package in R [15]. For each gene with an average expression level $f_i$ in each dataset, $i$, the meta-expression estimate of that gene within all the datasets studying a given condition was estimated by taking a weighted average of the expression levels across the gene level median of the probeset expression levels, where the weighting is the inverse of the sum of the within study variance and the estimate of the variance in expression between datasets. For a given gene with expression of $f_i$ and a within dataset variance of $v_i$ in each of $k$ datasets, the estimate of meta fold-change, $M$, for that given gene is shown in Eq. (1) and as described by Hedges & Olkin [9]. This analysis was done using quantile normalized gene expression levels.

Figure 4: Two examples of genes found to vary in expression with increasing age in the frontal cortex. The expression level is plotted on the vertical axis and the age of the individual on the horizontal. The correlation coefficient and the corrected p-value appear at the top. APOD codes for apolipoprotein D, and FOXG1 codes for a member of the forkhead transcription factors that plays a role in brain development.
\[
M = \frac{\sum_{i=1}^{k} w_i f_i}{\sum_{i=1}^{k} w_i} \tag{1}
\]

The weight for the contribution from each dataset, \( i \), is given by adding the estimate of the variance between each dataset and within each dataset and inverting, as shown in Eq. (2).

\[
w_i = T^2 + v_i \tag{2}
\]

We estimate the between study variance, \( T^2 \), using the method of moments, Eq. (3)

\[
T^2 = \frac{\sum_{i=1}^{k} \frac{f_i^2}{v_i} - \frac{\left(\sum_{i=1}^{k} f_i\right)^2}{\sum_{i=1}^{k} v_i} - k + 1}{\sum_{i=1}^{k} \frac{1}{v_i} - \frac{\sum_{i=1}^{k} \frac{1}{v_i}}{\sum_{i=1}^{k} v_i}} \tag{3}
\]

The confidence intervals and then p-values for the meta fold-change, \( M \), are computed from the estimate of the variance, \( v_M \), which is computed from the inverse weights, Eq. (4).

\[
v_M = \frac{1}{\sum_{i=1}^{k} w_i} \tag{4}
\]

The homogeneity test statistic, \( Q \), is computed by Eq. (5)

\[
Q = \sum_{i=1}^{k} w_i f_i^2 - \frac{\left(\sum_{i=1}^{k} w_i f_i\right)^2}{\sum_{i=1}^{k} w_i} \tag{5}
\]

4. Discussion

We have presented a possible method for the multiplex meta-analysis of gene expression with external controls amenable for use in gene expression studies of some types of cancer, and have presented a set of genes differentially expressed in medulloblastoma compared to cerebellar control tissue. There are considerable batch effect differences that usually make directly comparing two gene expression datasets for differences in expression challenging or impossible. There are also significant differences between gene expression platforms that make a single cross platform analysis impossible. However, the power of looking at multiple studies enables investigation of shared features across datasets to identify commonalities of expression that enable comparison of differences between collections of datasets. We have only begun to scratch the surface of what is possible using the vast resources of the constantly expanding publicly available
data on gene expression. Additional strategies and tools for merging data across varying datasets will be crucial for leveraging the full power of all this data.

Multiplex gene expression measurement modalities are not the only datasets in need of such approaches. For example, the analysis of data drawn from sequencing often is based on a comparison against shared or pooled controls that has its own biases as a semi-external control set. Other highly multivariate (multiplex) measurement modalities will have similar problems. Often when doing such analyses we are interested in an analysis with very high specificity, such as identifying new biomarkers or drug targets, and it is acceptable to filter aggressively, such as by requiring very high levels of homogeneity within datasets of a particular condition, making such an approach tenable. A further investigation of approaches would include a greater examination of non-parametric, rank based approaches, as have been previously investigated for comparing against external controls [16]. It is also possible to use much larger datasets with existing included controls (such as other forms of cancer) to demonstrate accuracy and consistency of results across a variety of cancers and other pathologies or use information about heterogeneity of expression across large numbers of datasets [17].

Although a false discovery rate estimated at 40% may seem unimpressive, it is also highly context dependent. To go from a list of tens of thousands of potential genes, down to a few dozen, with only half of them potentially being false positives may have use in many applications, including biomarker development. Also, the general approach of filtering for genes of within sample class heterogeneity could be used with RNAseq data, which should have substantially less platform variability, but still has experimental and technical biases which would confound direct sample to sample comparison of expression [18].

Another important avenue of future investigation is to look closer at molecular subtypes of medulloblastoma separately. The original research work that provided these medulloblastoma expression datasets identified several clinically different subtypes with characteristic gene expression profiles [1]. Our analysis grouped all the medulloblastoma samples together, looking only at shared properties in expression patterns, but this opens up exciting new possible avenues of hierarchical meta-analytic methodology development.

We hope this work can lead to greater insight into the genomic and molecular pathogenicity of aggressive primary brain tumors like medulloblastoma, and although it will be only one part of future large scale data integration across experimental modalities, it will facilitate further methods of investigations in the absence of custom made control data. The full data from these analyses is available on request from the authors (alexmo@stanford.edu).
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Despite increasing investments in pharmaceutical R&D, there is a continuing paucity of new drug approvals. Drug discovery continues to be a lengthy and resource-consuming process in spite of all the advances in genomics, life sciences, and technology. Indeed, it is estimated that about 90% of the drugs fail during development in phase 1 clinical trials\(^1\) and that it takes billions of dollars in investment and an average of 15 years to bring a new drug to the market\(^2\).

Meanwhile, there is an ever-growing effort to apply computational power to improve the effectiveness and efficiency of drug discovery\(^3\). Traditional computational methods in drug discovery were focused on understanding which proteins could make good drug targets, sequence analysis, modeling drugs binding to proteins, and the analysis of biological data. With the attention on translational research in recent years, a new set of computational methods are being developed which examine drug-target associations and drug off-target effects through system and network approaches. These new approaches take advantage of the unprecedented large-scale high- throughput measurements, such as drug chemical structures and screens\(^4,5\), side effect profiles\(^6,7\), transcriptional responses after drug treatment\(^8,9\), genome wide association studies\(^10\), and combined knowledge\(^11,12\). More importantly there are increasing reports of these findings being validated in

\(^{†}\) Work supported by NIH Intramural Research Program, National Library of Medicine

\(^{¶}\) Work supported by National Institute for General Medical Science (R01 GM079719).
experimental models\textsuperscript{6, 8, 13, 14}, thus clarifying the value proposition for computational drug discovery. As a result, now is an exciting time for computational scientists to gain evidence for reusing an existing drug for a different use or generate testable hypotheses for further screening\textsuperscript{15}.

Despite the progress, there is clearly room for technical improvement with regard to computational repurposing approaches. Furthermore, to materialize the true potential and impact of these methods, much work is needed to show that they can be successfully adopted into practical applications. Hence, the aim of our session is to provide a forum to bring together the research community for a serious examination of these important issues.

The six papers accepted to this year’s session reflect both the value of integrating disparate sources of data and an emerging emphasis in the field on target prediction using improvements on chemical informatics methods.

Brubaker et al., using data from the Cancer Genome Project, present a study on the sensitivity of cancer lines to a large group of drugs. Looking at gene expression, copy number data, mutational data, known mechanisms of drugs, and the known targets of drugs, they make mechanistic inferences about the mechanisms of drug resistance and sensitivity. Extracting this type of knowledge from large, complex repositories of screening data will be increasingly important in the coming years. This study also explains how these genomic changes may affect the efficacy of drugs, which connects repurposing with personalized medicine.

Zhu et al. present a semantic reasoner that identifies repurposing opportunities for breast cancer. Instead of using machine learning, as do the other papers in the session, their approach looks to connect disparate pieces of information, from several sources, to make a logical case that supports repurposing a effort.

Ng et al propose an interesting random-walk based approach to finding repurposing opportunities for malaria. The authors rightly identify specific challenges in applying chemical informatics in infection disease, and there method seems, nonetheless, to make good progress towards overcoming these challenges. Molecules are connected to one another if they are structurally similar and are annotated with their known targets. They show how random walks on this molecule network can identify the targets of molecules known to inhibit Malaria and also suggest potential repurposing opportunities with FDA approved drugs.

Yang et al, similarly, propose a promising approach to predicting the protein targets of molecules, a key tool in identifying repurposing opportunities. They use a conditional random field to integrate information from chemical similarity, protein similarity, and known side-effects. This approach predicts the targets of molecules with high accuracy, and is exciting because it integrates critical but disparate data in a unified approach.

Yera et al. propose another approach to predicting the targets of molecules. They use a combination of 2D structural similarity, 3D structural similarity, and clinical effect (as
reported in package label) similarity. Their best models get a performance boost from including the clinical effect information from package inserts. They also see strong predictive performance in identifying known off-targets of drugs.

Blucher et al. makes the point that there are substantial issues in the metadata, data quality and completeness of public repositories of chemical assay data, like PubChem and ChemBank. Many computational approaches to repositioning seek to identify patterns in publically available chemical assay data, so the issues they identify are critical for the whole field. In particular, we hope their request for improved data submission standards and guidelines will be heeded. Moreover, the next steps forward for the target prediction methods that rely on these datasets may include finding better ways of curating and managing noise in the assay data.

This is the second year Computational Drug Repositioning has been offered as a track at the Pacific Symposium on Biocomputing, and we are pleased with the results of our call for participation. These papers reflect a trend in the field towards target and off-target prediction of molecules. Understanding how drugs work and could work in human disease is, unsurprisingly, the central challenge in computational repurposing. They also reflect a trend towards integrating data from disparate sources, to make connections that would otherwise be hidden.

In the future, we expect the field will continue to develop these themes. There will continue to be cross-pollination with chemical informatics and further progress towards integrating information from disparate datasets. We believe these challenges and opportunities will continue to stimulate innovative work for years to come.
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Repurposing an existing drug for an alternative use is not only a cost effective method of development, but also a faster process due to the drug’s previous clinical testing and established pharmokinetic profiles. A potentially rich resource for computational drug repositioning approaches is publically available high throughput screening data, available in databases such as PubChem Bioassay and ChemBank. We examine statistical and computational considerations for secondary analysis of publicly available high throughput screening (HTS) data with respect to metadata, data quality, and completeness. We discuss developing methods and best practices that can help to ameliorate these issues.

1. Introduction

Despite increasing investment in drug research and development in recent years, the pharmaceutical industry has seen limited results in the form of novel marketable drugs.\textsuperscript{1} Attention has recently turned to drug repositioning, or finding new uses for already developed drugs. Drug repurposing is particularly attractive due to its simplified timeline; while the traditional drug discovery process can take between ten and seventeen years to bring a drug to production, repurposing a drug can take as little as three to twelve years depending on the drug’s previously established chemical properties.\textsuperscript{2} In several cases, repurposing has provided enormous benefit to patients with previously limited treatment options, such as the repositioning of thalidomide to treat multiple myeloma, or bromocriptine for Type 2 diabetes. Other well-known repositioning successes include Wellbutrin as Zyban for a smoking cessation aid, Minoxidil for hair loss, and Viagra (sildenafil) for erectile dysfunction.\textsuperscript{1–3}

A potentially valuable resource for drug repositioning efforts is publically available high throughput screening (HTS) data.\textsuperscript{4} A primary strategy for drug discovery, the automated high throughput screening process allows for the activity of hundreds of thousands of chemical compounds to be tested simultaneously.\textsuperscript{5} Compounds are screened against a particular target compound, typically a receptor or enzyme implicated in a disease, and are declared active if their results differ from the majority of the test compounds. However, it is well known that there are several common sources of variation within high throughput screens, both technological, such as batch, plate, and positional (row or column) effects, and biological, such as the presence of non-selective binders, which can result in false positives and negative bioactivity results.\textsuperscript{4,8} These problems are can be resolved through pre-processing, standardization and normalization methods, which include the z-score, percent inhibition, and median-based methods among others.\textsuperscript{5,9,10}
Results from high throughput screening projects, primarily from academic institutions, are often made available through public databases such as NCBI PubChem Bioassay and ChemBank. The PubChem Bioassay database contains the results of high throughput screens for the biological activities of molecules cross-listed in PubChem Substance and Compound. Each PubChem assay has a unique assay identifier (AID). Assay data sets usually contain compound information, accompanying readout (for example, recorded fluorescence emission), activity score, activity outcome, and the mean values of minimum and maximum control wells for each plate in the assay. Activity scores and outcome are defined in the assay description, which typically explains the threshold used to declare a particular compound active. The actual raw HTS data is not included in PubChem, however, and therefore there is no information on batch, plate, or within-plate position for each screened compound.

The Broad ChemBank database also contains the results of small molecule screens, as well as the raw datasets from screening centers. Each assay in ChemBank therefore contains not only compound information and accompanying readout, but also batch, plate, row, and column annotation for each screened compound. Additionally, each assay is conducted twice, so assay datasets contain replicate fluorescence readings.

Given the common sources of variation known to affect high throughput screening data, it is crucial that the quality of a particular bioassay is evaluated before its results are used in further research efforts. For instance, researchers interested in using bioactivity information from databases such as PubChem and ChemBank for computational repositioning methods must first be convinced of the reliability of the screens in these databases. Issues in assay quality can result in false positive or false negative bioactivity results, affecting which compounds are considered for potential repositioning. Here, datasets from both PubChem and ChemBank are evaluated to quantify the advantages and limitations of each repository as well as to investigate common sources of variation such as batch, plate, and positional effects. This analysis is representative of a typical investigation of HTS data that would be conducted before utilizing this data in further computational repurposing efforts. Overall, the problems encountered here illustrate some of the key barriers to effective secondary use of publically available high throughput screening data in order to realize the full potential of these datasets.

2. Methods

In this study, exploratory analysis was conducted on representative bioassay datasets from PubChem and ChemBank to examine data completeness, particularly in the context of data pre-processing and addressing technical sources of variation. Additional data was obtained directly from the original screeners of the highlighted PubChem study to complete the exploratory data analysis and allow for comparable assessments to the ChemBank study.
2.1 PubChem Example

The PubChem CDC25B (AID 368) dataset contains the results from approximately 65,222 compounds and controls of a primary screen against the target CDC25B. CDC25 is a protein tyrosine phosphatase cell cycle regulator, and of three existing isoforms, two are oncogenic and have been found to be overexpressed in a variety of human tumors. The goal of this screen was to find potential inhibitors for the CDC25B isoform.\textsuperscript{14} The CDC25B dataset contained the following attributes: PubChem Substance ID, PubChem Compound ID, activity score, activity outcome, database URL, comment field, raw fluorescence intensity, calculated percent inhibition, mean of minimum control well signals (by plate), mean of maximum control well signals (by plate), calculated $z$-factor, and assay run date. Exploratory data analysis was conducted to evaluate the overall distribution of fluorescence intensity, percent inhibition, minimum control well means, maximum control well means, and calculated $z'$-factors. However, no further analysis could be performed for this dataset in the form available from the PubChem database, given the lack of plate level data such as batch number, plate number, and row and column information for each well.

2.2 Full PubChem Example

The full CDC25B dataset, including plate-level annotation, was obtained directly from the PMLSC screening center and contained results from approximately 83,711 compounds and controls across 218 384-well microtiter plates. In addition to PubChem Compound ID, raw fluorescence emission, calculated percent inhibition, mean minimum signal, mean maximum signal, calculated $z$-factor, and run date, this dataset also included assay batch, plate ID, row, column, well number, and well annotation. This information enabled further exploratory data analysis such as evaluation of fluorescence intensity distribution by well type and across plates and batches. Heatmaps were created for individual plates to check for positional effects. The mean signal to background ratio and percent coefficients of variation for the minimum and maximum control wells were also calculated. Based on the exploratory data analysis, percent inhibition was chosen as the most appropriate normalization method, which was also the method chosen by the original screeners when processing the dataset.\textsuperscript{5,14}

2.3 ChemBank Example

The ChemBank BRAF dataset contains the results from approximately 41,088 compounds and controls of a primary screen to find an inhibitor of the BRAF\textsuperscript{V600E} mutant. The BRAF gene plays an important role in the mitogen-activated signaling pathway and in particular, the BRAF\textsuperscript{V600E} mutation has been implicated in melanoma, papillary thyroid carcinoma, and colorectal cancer.\textsuperscript{15} The BRAF dataset is composed of seven different assays, each with two replicates. Given limited assay description and annotation provided, each of the seven assays was evaluated separately. First, correlation of raw fluorescence intensity between the two replicates was assessed for each of the seven assays, and if present, any outlying data points were investigated at the plate level. Next,
exploratory data analysis was conducted for each assay to assess the overall distribution of fluorescence intensity, background-subtracted values, and calculated z-score. This analysis included histograms, boxplots, and quantile-quantile plots for individual replicates and statistical indices of the combined data, as appropriate.

3. Results

3.1 PubChem Example

Overall, the distribution of fluorescence intensity across all compounds in the CDC25B dataset is strongly skewed right, while the distribution of percent inhibition across all compounds is strongly skewed to the left. The distribution for the range between the mean minimum and mean maximum control wells is slightly skewed bimodal (See Supplementary Material S1) The distribution of $z'$-factors across all compounds is fairly skewed to the left and appears to be slightly bimodal. Boxplots of $z'$-factor by run date reveal strong variation by date (Figure 1).

![Histogram depicting distribution of calculated $z'$-factors.](image1)

![Boxplots by run date for calculated $z'$-factors.](image2)

Figure 1. Distribution of $Z'$-factors for PubChem CDC25B dataset. (A) Histogram depicting distribution of calculated $z'$-factors. (B) Boxplots by run date for calculated $z'$-factors.

It is noted that the compounds run in March 2006 have much lower $z'$-factors than the remaining compounds, run in August and September 2006. Additionally, the compounds run on September 13th, 2006 exhibit a much wider range of $z'$-factors than compounds run on any other dates, while compounds run on September 29th, 2006 exhibit a much narrower range. Given that the $z'$-factor is a commonly used measure of assay quality, plates with a such divergent $z'$-factors should be examined for possible errors and batch effects. Here, however, further investigation into the sources of this variation could not be conducted due to the lack of plate level annotation available through the
PubChem Bioassay database. If the metadata had been available, it would then be possible to attempt to correct for batch and technical sources of variation.

Full PubChem CDC25B example

Histograms of fluorescence intensity by well type (compound, 50% inhibition, minimum, and maximum) for the full CDC25B dataset show that the distribution of fluorescence intensity across all wells is somewhat normal with a strong peak. The distributions of fluorescence intensities for compound wells and maximum control wells are slightly skewed right, while the distributions of fluorescence intensities for minimum and 50% inhibition control wells are more strongly skewed to the right (See Supplementary Material S2 Fig 1 and 2). Fluorescence intensity appears to vary widely by both batch and run date as well as by plate within respective batches (See Supplementary Material S2 Fig 3-8). No apparent positional effects were detected by visual examination of heatmaps for each of the 218 plates in the dataset.

Following a recently proposed decision process for HTS data processing, percent inhibition was chosen as the most appropriate method of normalization, due to the fairly normal distribution of fluorescence intensity, lack of row and column biases, a mean signal to background ratio greater than 3.5, and percent coefficients of variation for both the minimum and maximum controls wells less than 20% (See Supplementary Material S2 Table 1). This appeared to successfully normalize the data by batch, date, and across plates within each batch and reproduced the original analysis (See Supplementary Material S2 Fig 9-16). It is important to note that it would not be possible to successfully evaluate this data set with regard to pre-processing and normalization without the plate level annotation.

3.2 ChemBank Example

There was a large range with regard to correlation of fluorescence intensity between replicates: 0.436-0.910 (Table 1). Scatterplots further illustrate the high variability among some replicates (Figure 2). This allows easy identification of signal discrepancies. For example, the bottom of the scatterplot for assay 1110.0002, it is easy to detect a set of mock treatment wells (in red) where signal was present in replicate A, but not in replicate B. Similarly, the upper left-hand corner of the scatterplot for assay 1110.0003 shows a replicate specific cluster of compound treatment wells. The outlying data points in assay 1110.0002 were found to be confined to one plate, 1110.0002.Base. The outlying data points in assay 1110.0003 were similarly located on a single plate, 1110.0003.2340.

<table>
<thead>
<tr>
<th>Assay Number</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1110.0001</td>
<td>0.436</td>
</tr>
<tr>
<td>1110.0002</td>
<td>0.536</td>
</tr>
<tr>
<td>1110.0003</td>
<td>0.906</td>
</tr>
<tr>
<td>1110.0004</td>
<td>0.910</td>
</tr>
<tr>
<td>1110.0005</td>
<td>0.902</td>
</tr>
<tr>
<td>1110.0006</td>
<td>0.869</td>
</tr>
<tr>
<td>1110.0007</td>
<td>0.846</td>
</tr>
</tbody>
</table>
Examination of the well-plate layout for 1110.0002 allowed identification of an obvious positional effect in the upper six rows of the plate (Figure 3). Similarly for 1110.0003, the corresponding well-plate layout illustrated a clear positional effect along the bottom two rows of the plate.
Figure 2. Scatterplots for Correlation of Fluorescence Intensity Between Replicates A and B. Correlation between replicates of Assay 1110.0001-1110.0007. Blue indicates compound-treatment wells, red indicates control wells.

Figure 3. Well Plate Layouts for Selected BRAF Assays. (Left) Replicate B of Base Plate for Assay 1110.0003. (Right) Replicate A of Plate 2340 for Assay 1110.0003. Darker wells indicate decreased fluorescence.

Overall, each of the seven assays in the BRAF dataset showed fairly different distributions for fluorescence intensity, background-subtracted values, and calculated z-scores (See Supplementary Material S3), further reiterating the role of exploratory data analysis to examine model assumptions prior to downstream analysis.

Boxplots of the fluorescence intensity by plate were then examined. It was noted that the signal varies considerably across plates, both within and across each of the seven assays. (Replicate A shown in Figure 4). Beginning with assay 1110.0003 in replicate A, it is apparent that within each assay, fluorescence intensities steadily increase with each successive plate that is run before dropping down at the beginning of the next assay. In the absence of timestamps for each plate, it was assumed that increasing plate numbers indicate passage of time. However, without that appropriate metadata, it is not possible to determine the actual source of variation, again limiting the ability to correctly model batch or temporal effects.
Figure 4. Raw Fluorescence Intensity by Plate, Across All Assays, Replicate A, ChemBank BRAF dataset.
Each boxplot depicts the fluorescence values of the wells of one plate. Colors indicate assay “Name”, which may or may not be synonymous with batch.

4. Discussion

Both repositories examined provide excellent opportunities for secondary analysis of public HTS data. However, we have noted several issues that need to be addressed in order to realize their full potential. Most notably, the lack of actual raw data, and therefore plate level annotation for bioassays in PubChem BioAssay prevents rigorous analysis of data quality. As illustrated above, initial exploratory analysis of the limited CDC25B dataset (as obtained from PubChem) reveals potential quality issues, such as variation by run date. These issues cannot be fully investigated, however, without knowledge of batch and plate numbers and row and column positioning for each tested compound. The complete CDC25B dataset, obtained directly from the screeners, allowed for more in-depth investigation of sources of variation, which in turn allowed for more appropriate pre-processing and normalization recommendations to be made. It would not have been possible to evaluate the dataset solely from the data and annotation made available through the PubChem database.

Another issue for researchers seeking to extract assay information from PubChem is the lack of description for the particular readouts used in assays. While the PubChem assay discussed in this paper provided a full description of the fluorescence emission readout, many assays do not necessarily include this level of information. It is also important to note that the issues discussed here are likely
extensible to other databases, such as ChEMBL, which contain bioactivity information from selected PubChem Bioassays.\textsuperscript{16}

The ChemBank database is currently the only publically available bioassay database that requires the inclusion of plate level annotation in their datasets. While this information is crucial for secondary analysis, the value of the datasets in ChemBank is negatively impacted by the lack of assay annotation and description. For instance, the BRAF dataset was composed of seven different assays, but it was unclear how these differed from one another, if at all. From the assay descriptions, it appeared that only the first assay differs in its biological components, but there was no additional information as to why the remaining six assays were conducted separately. Additionally, while we might expect strong correlation between replicates for each assay, several assays exhibited exceptionally poor correlation, which casts doubt on the overall quality of the screening data. Furthermore, the lack of date or timestamps for the ChemBank data makes it impossible to confirm temporal batch effects, limiting one to data visualization by plate, with an assumption that plate order corresponds with time, as done in Figure 4.

Correspondence with PubChem confirmed that PubChem Bioassay does not require plate level annotation in uploaded datasets to the BioAssay database. It is also noted that there is no way to query for which, if any, datasets include this level of annotation (Personal communication with PubChem). ChemBank also confirmed that the “AssayName” field is used by depositors in different ways: it can be used for biologically different assays or batches of similar assays. Currently, there is no method of querying for datasets to identify those for which particular descriptive information/metadata are included (Personal Communication with ChemBank). These issues affect not only the general usability of the databases, but in particular hinder a larger-scale systematic quality analysis of HTS assays. The analysis presented here was restricted to one assay from each database primarily due to difficulties in accessibility and poor annotation.

Issues such as these in turn stymie the usage of high throughput screening data in further research efforts such as computational repositioning efforts requiring bioactivity information. There is the potential for improved data standards and development of best practices for data dissemination to improve the quality and reusability of the data in these repositories. At a minimum, the inclusion of metadata such as plate and well-level annotation will enable a more thorough secondary analysis of HTS data. Additional oversight to ensure descriptor fields for assays are completed may also encourage assay re-use. With respect to cost-benefit analysis, the potential for re-use of the data via secondary analysis far outweighs any costs due to additional data standards or metadata requirements, as the metadata has already been generated. Further impact in time/resources for depositing additional metadata can easily be mitigated by automation. One example of methods to facilitate the reporting of this metadata is a recently proposed method to first extract workflows directly from screening data in PubChem and then use the workflows to organize data within screening projects.\textsuperscript{17}
Addressing these issues in the research community and in the requirements for submission to these repositories could improve the re-use of these data sets. A PubMed search for “PubChem” results in only 263 articles, and the more specific “PubChem BioAssay” pulls up only 51 articles. Querying for “ChemBank” returns even fewer articles, with only 17 results. For perspective, searching “GEO” brings up approximately 8480 results for Gene Expression Omnibus. While both PubChem BioAssay and ChemBank are fairly young databases and more expansive mining efforts using their datasets may still be yet to come, the annotation and data quality issues in both databases cannot be ignored as a potential barrier to dissemination. Expanded datasets as well as more rigorous quality standards are necessary to ensure the public data is truly accessible and re-usable.
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The evolution in sequencing techniques has provided an extensive picture of the molecular mechanisms behind complex diseases such as cancer. The Cancer Cell Line Encyclopedia (CCLE) and The Cancer Genome Project (CGP) have provided an unprecedented opportunity to examine copy number, gene expression, and mutational information for over 100 cell lines of multiple tumor types alongside IC50 values for over 150 different drugs and drug related compounds. We present a novel pipeline called DIRPP, Drug Intervention Response Predictions with PARADIGM, which predicts a cell line’s response to a drug intervention from molecular data. PARADIGM (Pathway Recognition Algorithm using Data Integration on Genomic Models) is a probabilistic graphical model used to infer patient specific genetic activity by integrating copy number and gene expression data into a factor graph model of a cellular network. We evaluated the performance of DIRPP on endometrial, ovarian, and breast cancer related cell lines from the CCLE and CGP for nine drugs. The pipeline is sensitive enough to predict the response of a cell line with accuracy and precision across datasets as high as 80 and 88% respectively. We then classify drugs by the specific pathway mechanisms governing drug response. This classification allows us to compare drugs by cellular response mechanisms rather than simply by their specific gene targets. This pipeline represents a novel approach for predicting clinical drug response and generating novel candidates for drug repurposing and repositioning.

1. Introduction

The potential for bioinformatics techniques to bring about transformative results in personalized medicine is just beginning to be realized. Large scale studies such as The Cancer Genome Atlas (TCGA), the Cancer Cell Line Encyclopedia (CCLE) and the Cancer Genome Project (CGP) have provided bioinformaticians with a wealth of -omic and pharmacologic data to interrogate. Novel algorithms have been developed to perform detailed signaling pathway analysis, integrate diverse -omic data types, and even predict markers of drug sensitivity and resistance. Analytical efforts are also underway to identify candidates for drug repurposing or repositioning and to computationally predict new drug indications for disease.
Despite this wealth of innovation, the complexity for interpretation and translation of results to cancer patients remains challenging. The diversity of computational approaches has made it difficult to identify which of these have the most potential to improve the treatment of patients and improve clinical outcomes. Each algorithm relies on a different type of –omic or combination of –omic data making it difficult to integrate them in a single analytical pipeline.

An important goal of computational bioinformatics pipelines is to provide actionable results to help physicians make optimal therapeutic decisions for a patient. To this end, the patient’s likelihood to respond to a specific treatment regimen is of particular interest to clinicians. The typical clinical case includes investigators looking to discover alternative therapies for patients who demonstrate resistance to the primary treatment. Both drug repurposing, the recycling of shelved or failed drugs, and drug repositioning, the use of active therapies for new applications, represent opportunities for the development of second line therapies. In order to maximize the impact of such an analysis pipeline, it should be versatile enough to address a myriad of clinical and scientific questions and easily integrate with existing clinical pipelines to assist physicians.

To address these clinical and analytical challenges we propose an integrative pipeline called DIRPP, Drug Intervention Response Predictions with PARADIGM (Pathway Recognition Algorithm using Data Integration on Genomic Models). Our pipeline aims to classify a cell line as either sensitive or resistant to a given therapy and to define specific genetic backgrounds represented in the cell line, potentially applicable to specific patients, associated with drug response phenotypes. This classification is performed using an extension of an open source probabilistic graphical model called PARADIGM. Drawing on multiple data types, DIRPP proceeds to integrate the copy number and gene expression data for a cell line into a biological pathway activity score which includes the result of a simulated drug intervention. Once the cell line (which may be a surrogate for a patient of interest) has been classified as sensitive or resistant to a given therapy, downstream gene set enrichment analysis (GSEA) on the pathway activity scores illustrates the underlying biological pathway mechanisms at work driving the drug response phenotype. The method can be applied to assess the impact of a wide variety of therapies on one particular cancer, or multiple cancers at a time to develop precision medicine strategies.

2. Materials and Methods

2.1. Datasets, Pathway Sources, and Pharmacologic Profile Data

Copy number, gene expression, and drug sensitivity data for 202 cancer cell lines from two recently published preclinical studies, the cancer genome project (CGP) and the cancer cell line encyclopedia (CCLE) were used for analysis. The distribution of cell lines by cancer type was: 20 ovarian, 39 breast, and 6 endometrial cancer cell lines from the CGP for testing of the algorithm and 51 ovarian, 59 breast, and 27 endometrial cancer cell lines from the CCLE for an independent dataset to validate the algorithm. Of the 16 drugs in common between the two studies, 9 inhibitory drugs were selected for analysis based on their clinical potential for treatment of ovarian cancer and repurposing/repositioning in breast and endometrial cancers (Table 1). Genetically similar
sub-types of these cancers represented in this array of cell lines have been the subject of numerous genomic and drug repositioning studies and provide a robust sample set for analysis.

Table 1. Nine (9) anticancer inhibitory drugs analyzed in both the CGP and CCLE with primary clinical relevance to ovarian cancer and secondary clinical relevance to breast, and endometrial cancer.

<table>
<thead>
<tr>
<th>Drug Name</th>
<th>Target(s)</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erlotinib</td>
<td>EGFR</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>Topoisomerase</td>
<td>Cytotoxic</td>
</tr>
<tr>
<td>AZD0530</td>
<td>Src, ABL/BCR-ABL, EGFR</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>AZD6244</td>
<td>MEK, ERK, MAPK</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>PD0325901</td>
<td>MEK, RAF, MAPK</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>EGFR, HER2</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>17-AAG</td>
<td>HSP90</td>
<td>Other</td>
</tr>
<tr>
<td>Sorafenib</td>
<td>KIT, PDGFRB, FLT3, FLT4, KDR, RAFl, BRAF</td>
<td>Kinase Inhibitor</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>Microtubules</td>
<td>Cytotoxic</td>
</tr>
</tbody>
</table>

All cell line drug sensitivity values were reported as IC$_{50}$ values, the concentration at which a drug inhibits 50% of cellular growth$^{4,5}$. Gene expression probes were normalized by centering on the gene’s median expression across all cell lines and then taking the base 2 log of that value$^{7}$. SuperPathway, a merged biological pathway of 1,441 curated signal transduction, transcriptional, and metabolic pathways, was used to analyze the comprehensive cellular network of activity in the cell lines. This framework captures the global interactions of any perturbation in a cell while removing redundant pathway elements$^{15}$. For each drug of interest, detailed pharmacological information about gene targets and mechanism of action was obtained from the drugbank and selleckchem databases$^{16-18}$.

2.2. Analysis Pipeline

The DIRPP$^7$ pipeline was implemented and tested using the overall scheme and specific steps laid out in Figure 1. Two runs of the PARADIGM algorithm are completed, one with –omic data, the two factor analysis, the other with –omic data and a simulated drug intervention, a three factor analysis. PARADIGM represents each entity in a biological pathway as a node whose value depends upon a defined internal set of “evidence nodes” whose connectivity mirrors the central dogma of molecular biology (Figure 2). These “evidence nodes” enable the integration of patient data into the biological pathway network. After assessing the signaling pathway activity of the cell lines with an initial run of the PARADIGM algorithm, where a DNA node interacts with a mRNA node to propagate biological information to the cellular network$^{7}$, a second run of PARADIGM is performed while including a drug induced re-wiring of the cellular network (Figure 2). The resulting IPLs were then compared on a per-patient-per-gene basis to assess the impact of the drug intervention on perturbing the signaling network of a cancer cell line by computing a paired t-test p-value using the IPLs of the two PARADIGM runs for each cell line. The least perturbed cell lines were deemed the most resistant (least sensitive). All cell lines were then ranked in order of increasing sensitivity. Biological pathways involved in drug sensitivity and resistance were then identified using Gene Set Enrichment Analysis (GSEA)$^8$. 
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Figure 1. Experimental design of DIRPP. For each cell line dataset, gene expression and copy number data were analyzed in 2-factor PARADIGM analysis. These inferred pathway levels IPL’s were compared to those from 3-factor PARADIGM analysis with a simulated drug intervention to generate a ranking by drug sensitivity. This ranking was then validated on the CGP and CCLE data. Response mechanisms were classified with GSEA.

Figure 2. Comparison of the PARADIGM standard central dogma with an alternative dogma which represents a drug induced re-wiring of the network. The drug intervention propagates through the network based on an inferred interaction at the DNA node as a surrogate for its actual influence on protein activity.
2.3. PARADIGM Model

Briefly, PARADIGM is a factor-graph-based approach which quantifies the activity of a gene given a pathway diagram and dataset of observations. For the model proposed here, SuperPathway was used to define this pathway diagram where each gene, protein, or process is connected by a series of factors which encode the probabilistic constraints between variables. Each entity in the pathway infers its activity from a set of nodes which define an internal set of rules for how these data types interact to assign a value to the pathway entity. Nodes for DNA and mRNA connect to the active protein node which then passes information through the entire pathway diagram via the dependencies encoded in the factors. The DNA and RNA nodes of each gene in the pathway are assigned values as a function of the copy number and gene expression data respectively to include biological information from the cell lines. For each gene, PARADIGM is capable of integrating these diverse –omic data types to compute an inferred pathway level (IPL) for each gene in the pathway. These IPL scores were computed using a belief-propagation algorithm on the factor graph diagram of the pathway. Each score represents a log-posterior odds (LPO) ratio of the state of a pathway entity given the observed data. Positive IPLs correspond to an entity being active in a tumor relative to normal tissue and negative to inactivity.

2.4. Drug Intervention Simulation

DIRPP exploits a versatile feature of PARADIGM which allows the user to define a drug induced re-wiring for a gene in a pathway. As designed, PARADIGM is capable of integrating DNA methylation data by including an extra node in a gene’s normal wiring connected at the DNA node. The current algorithm utilized the DNA methylation feature to encode the action of a drug on that particular gene’s regulatory structure (Figure 2). A drug’s mechanism of action was retrieved from drugbank and selleckchem databases, which provide a list of genes (proteins) the drug targets. A matrix of genes that correspond to a drug intervention was then defined. The edge connecting the intervention node to the DNA node encoded a factor which signaled a downregulation to the gene (similar to the standard use of methylation). Only genes listed in this intervention matrix had the extra node added to their wiring diagrams. In principle, the edge connecting the intervention node to the DNA node could be changed to act in an amplifying manner for an agonist.

To assess the significance of a drug intervention, two runs of the PARADIGM algorithm were completed: one with copy number and gene expression data, the other with the addition of a third data type, the simulated drug intervention, with each run generating a matrix of IPL scores. The two resulting matrices of IPL scores were then compared on a per-cell line-per-gene basis using a paired t-test to calculate a p-value for that cell line. The cell lines were ranked in order of largest to smallest p-value corresponding to a ranking of least to most sensitive cell lines for a given drug.
2.5. Validation

To validate our approach, analysis of the CGP and CCLE data were independently performed by calculating the accuracy and precision statistics for each ranking. Accuracy assesses the algorithm’s overall performance for distinguishing between sensitive and resistant cancer cell lines while precision is used to assess the positive predictive value of the algorithm at identifying drug resistant cancer cell lines.

\[
\text{accuracy} = \frac{\text{number of (true positives+true negatives)}}{\text{number of (true positives+true negatives+false positives+false negatives)}}
\]  

(1)

\[
\text{precision} = \frac{\text{number of true positives}}{\text{number of true positives+false positives}}
\]  

(2)

A ranking of cell lines by p-value was first constructed using the results of the t-test. This ranking by p-value was compared to the actual ranking by IC\(_{50}\) value measuring drug sensitivity. The accuracy and precision statistics were calculated by defining a cutoff in the ranking where the cell lines change from primarily resistant (IC\(_{50}>1\)) to primarily sensitive (IC\(_{50}<0.1\)), where intermediately sensitive lines (0.1< IC\(_{50}<1\)) were treated as resistant. There were generally more drug-resistant cancer cell lines than sensitive ones and for some drugs; no sensitive cell lines were available for comparison. For validation of these difficult drugs we defined our cutoff for drug resistance detection at an IC\(_{50}\) value of 8µM, where we considered values greater than 8µM to correspond to highly drug resistant cell lines and everything below to moderately drug resistant cell lines. The CGP did not have any ovarian, breast, or endometrial cancer cell lines with IC\(_{50}\) less than 8µM for Erlotinib. We then calculated DIRPP’s accuracy (1) and precision (2) for each dataset for each of the three cancers studied individually and together as a whole. Previous studies have indicated 78% accuracy as being a very high level, others have used a concordance index and set the cutoff at 0.6 to measure correlations\(^{12,13}\). We chose to use accuracy and precision cutoffs at 0.67 to define an “acceptable” level of validation between these two cutoffs.

3. Results

3.1. Drug Simulations

We simulated drug interventions for each of the drugs in Table 1 by defining mechanism-specific drug intervention files. The drug’s mechanism of action, the genes it targets, was propagated through the cancer cell line’s network via a drug intervention node coded in the PARADIGM algorithm’s rewiring for each effected gene. Four interventions were simulated for each drug in each dataset, one which included all breast, ovarian, and endometrial cancer cell lines as one cohort, and three other simulations for each cancer-type individually.

The ranking of cell lines by p-value was compared to the ranking of cell lines by IC\(_{50}\) for each drug and the accuracy and precision of that ranking was assessed using the cutoffs for resistance and sensitivity either by IC\(_{50}\) value, or by the highly-moderately resistant cutoff previously described. Certain ovarian cell lines have been shown to be hypermutated or were potentially mislabeled as they are more similar to other tumor types\(^{19}\). These cell lines were excluded to ensure the consistency of this analysis for only breast, endometrial, and ovarian
cancer. Except for AZD0530, the overall response of all drugs across both datasets was predicted within 67% average accuracy or greater, with most being predicted with over 75% accuracy (Table 2). DIRPP predicted the resistance of cell lines with precision of 0.67 or greater for all drugs except for Paclitaxel. Some drugs such as Irinotecan performed distinctly different between datasets (Table 2). DIRPP was able to detect resistant cell lines with an overall precision of 0.81 across all datasets (Table 3). Across all cancers studied combined DIRPP performed with a precision of 0.78 and accuracy of 0.73. Ovarian cancer drug response was predicted better than the other cancers with an overall precision of 0.81 and accuracy of 0.79 (Table 3).

Table 2. Precision and accuracy statistics for each drug across all cancer types combined by dataset and overall.

<table>
<thead>
<tr>
<th>Drug</th>
<th>CGP Data Resistance Precision</th>
<th>CGP Data Accuracy</th>
<th>CCLE Data Resistance Precision</th>
<th>CCLE Data Accuracy</th>
<th>Overall Precision</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>17AAG</td>
<td>0.88</td>
<td>0.77</td>
<td>0.72</td>
<td>0.59</td>
<td>0.80</td>
<td>0.68</td>
</tr>
<tr>
<td>AZD0530</td>
<td>0.73</td>
<td>0.57</td>
<td>0.62</td>
<td>0.58</td>
<td>0.67</td>
<td>0.58</td>
</tr>
<tr>
<td>AZD6244</td>
<td>0.84</td>
<td>0.76</td>
<td>0.90</td>
<td>0.81</td>
<td>0.87</td>
<td>0.79</td>
</tr>
<tr>
<td>Erlotinib</td>
<td>-</td>
<td>-</td>
<td>0.88</td>
<td>0.80</td>
<td>0.88</td>
<td>0.80</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>0.44</td>
<td>0.63</td>
<td>0.91</td>
<td>0.88</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td>Lapatinib</td>
<td>0.90</td>
<td>0.75</td>
<td>0.72</td>
<td>0.58</td>
<td>0.81</td>
<td>0.67</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>0.80</td>
<td>0.83</td>
<td>0.43</td>
<td>0.60</td>
<td>0.61</td>
<td>0.72</td>
</tr>
<tr>
<td>PD0325901</td>
<td>0.79</td>
<td>0.69</td>
<td>0.93</td>
<td>0.86</td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td>Sorafenib</td>
<td>1.0</td>
<td>1.0</td>
<td>0.71</td>
<td>0.59</td>
<td>0.86</td>
<td>0.80</td>
</tr>
</tbody>
</table>

Table 3. Precision and accuracy statistics by dataset for all cancer types combined and by cancer type individually.

<table>
<thead>
<tr>
<th>Cancer Type</th>
<th>CGP Data Resistance Precision</th>
<th>CGP Data Accuracy</th>
<th>CCLE Data Resistance Precision</th>
<th>CCLE Data Accuracy</th>
<th>Overall Precision</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Cancers</td>
<td>0.81</td>
<td>0.78</td>
<td>0.76</td>
<td>0.70</td>
<td>0.78</td>
<td>0.73</td>
</tr>
<tr>
<td>Breast</td>
<td>0.83</td>
<td>0.80</td>
<td>0.73</td>
<td>0.67</td>
<td>0.78</td>
<td>0.73</td>
</tr>
<tr>
<td>Ovarian</td>
<td>0.75</td>
<td>0.81</td>
<td>0.84</td>
<td>0.78</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>Endometrial</td>
<td>0.83</td>
<td>0.83</td>
<td>0.74</td>
<td>0.65</td>
<td>0.76</td>
<td>0.70</td>
</tr>
</tbody>
</table>
3.2. Mechanisms of Drug Resistance

Once the cell lines were classified as either sensitive or resistant to a drug we performed gene set enrichment analysis (GSEA) by drug response phenotype to uncover the biological pathway mechanisms driving drug resistance. For this analysis we required cell lines with IC50 values greater than 1 or less than 0.1 to define, resistant and sensitive, respectively. Only 17AAG, Irinotecan, Paclitaxel, and PD0325901 had sufficiently diverse drug sensitivity profiles to classify cell lines using the above definition in order to perform GSEA. Each of these drugs has a distinct mechanism of action and no overlapping molecular targets. Despite this, we were able to identify several signaling pathway mechanisms that these cell lines shared related to drug resistance.

We ran GSEA using the IPL values generated by PARADIGM using the simulation that combined copy number and gene expression data. Permutation analysis of the phenotypes (sensitive or resistant) was used to judge significance. Pathways which had nominal p-values less than 0.05 were selected for further comparison across drugs. There was a common activation of PDGF signaling associated with resistance to PD0325901, Paclitaxel, and Irinotecan in the resistant endometrial, breast, and ovarian cancer cell lines. This confirms previous work which associates PDGF upregulation with Paclitaxel resistance in breast and ovarian cancer\textsuperscript{20, 21} and suggests that the genetically similar endometrial cancer\textsuperscript{1} may also share this mechanism of drug resistance. Irinotecan and Paclitaxel shared 9 mechanisms of resistance with each cancer.

![Diagram showing common pathways implicated in drug resistance between 17AAG, Irinotecan, Paclitaxel, and PD0325901 (1,441 total pathways tested).](image)

Figure 3. Number of common pathways implicated in drug resistance between 17AAG, Irinotecan, Paclitaxel, and PD0325901 (1,441 total pathways tested).
Paclitaxel also shared 8 mechanisms of drug resistance with 17AAG when comparing all; however none of these pathways overlapped between 17AAG and Irinotecan. Our results suggest that resistance to Paclitaxel is closely tied to that of Irinotecan and 17AAG.

We were able to identify common pathways which confer drug sensitivity in all three cancers to multiple drugs. 17AAG shared 7 sensitivity based biological pathways with Irinotecan and 4 with Paclitaxel. This is contrasted by the single biological pathway Paclitaxel and Irinotecan share associated with drug sensitivity. We can then begin to compare drugs on the basis of which biological pathways play a role in conferring drug sensitivity or resistance. Hierarchical schemas of drug similarity are illustrated in Figures 3 and 4.

Our results suggest that cancer cell resistant to Paclitaxel is likely to also resist 17AAG and Irinotecan. As Irinotecan and 17AAG appear to have quite distinct biological pathway mechanisms of action for drug resistance, it is less likely that a cancer cell line resistant to one will be resistant to another (Figure 3). On the other hand, as sensitivity to Irinotecan has some pathway similarities to sensitivity to 17AAG it is more likely that a cell line that is sensitive to one is sensitive to another (Figure 4). These results may suggest that a good starting point for the repurposing and repositioning of drugs is to classify them by their impact on the biological network of a cancer cell rather than by their distinct mechanism of action.

Figure 4. Number of common pathways implicated in drug sensitivity between 17AAG, Irinotecan, Paclitaxel, and PD0325901 (1,441 total pathways tested).
4. Discussion

Though there are some success stories, many clinical biomarkers have had limited impact\textsuperscript{7}, and a shift is needed to more global explanations of disease and drug response phenotypes. Since a single gene is often involved in multiple pathways, it is difficult to assess the significance of a given genetic aberration without considering the broader context in which the dysregulation occurs\textsuperscript{7}. In addition, many cancer patients have multiple genetic aberrations and multiple signaling pathways may be dysregulated and associated with drug resistance. However, the current analysis suggests that these signaling pathways related to drug resistance are shared by four drugs with completely different mechanisms of action. These results suggest that grouping drugs for treatment, repurposing, and repositioning by shared mechanisms which govern resistance and sensitivity may be more accurate than grouping them by the specific genes they appear to target. Such classification allows for simplification of the drug repurposing and repositioning process by making it a simple matter of counting and comparing biological pathway mechanisms.

DIRPP is a novel pipeline for classifying cell lines by drug sensitivity and for elucidating biological pathway mechanisms that drive drug response. PARADIGM forms the foundation of DIRPP and thus its scalability and comparability to other pathway based ones will be similar to that of PARADIGM. PARADIGM has been utilized in the hallmark TCGA papers and is an integral part of their pipeline easily scaling up to over 400 patient samples\textsuperscript{1-3}. When compared to other pathway based methods, PARADIGM was shown to perform better compared to other methods\textsuperscript{7,9}. Though PARADIGM has been used to compare separate groups of patients known to respond better to a selected therapies than others, it has never been used in a discovery manner as presented here. The DIRPP pipeline thus represents a novel extension of PARADIGM’s capabilities. Though we chose to connect the drug-intervention node to the DNA entity in PARADIGM’s central dogma, many drug targets are proteins. This could be reflected in future refinements of the method by modifying the connecting point for the drug-intervention node.

DIRPP performs comparably well on two independent datasets and is generalizable to other datasets with gene expression, copy number data, or both. The high predictive power of DIRPP across multiple drugs and cancers makes it a versatile tool to aid pre-clinical research. Further work to assess the utility of DIRPP is required. The CCLE and CGP datasets contain cell lines for ovarian cancer which were not screened for drug response and do not have IC\textsubscript{50} values. Once a robust ranking of cell lines with known drug response is built and the accuracy is validated, DIRPP can be used to classify the unknown cell line(s) as either sensitive or resistant to a particular drug. Further analysis will utilize the –omic data for tumor samples from TCGA and other publically available datasets to predict drug response phenotypes by applying the knowledge learned and methods developed from the current analysis.

The complexity of cancer presents many challenges to predicting therapeutic effectiveness if using individual biomarkers alone. Pathway level approaches such as DIRPP bring us one step closer to the goal of personalized medicine by utilizing complex –omic data and knowledge on biological pathways in order to robustly identify drug sensitivity.
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The emergence of multi-drug and extensive drug resistance of microbes to antibiotics poses a great threat to human health. Although drug repurposing is a promising solution for accelerating the drug development process, its application to anti-infectious drug discovery is limited by the scope of existing phenotype-, ligand-, or target-based methods. In this paper we introduce a new computational strategy to determine the genome-wide molecular targets of bioactive compounds in both human and bacterial genomes. Our method is based on the use of a novel algorithm, ligand Enrichment of Net work Topological Sim ilarity (ligENTS), to map the chemical universe to its global pharmacological space. ligENTS outperforms the state-of-the-art algorithms in identifying novel drug-target relationships. Furthermore, we integrate ligENTS with our structural systems biology platform to identify drug repurposing opportunities via target similarity profiling. Using this integrated strategy, we have identified novel \textit{P. falciparum} targets of drug-like active compounds from the Malaria Box, and suggest that a number of approved drugs may be active against malaria. This study demonstrates the potential of an integrative chemical genomics and structural systems biology approach to drug repurposing.
1. Introduction

Treatment of infectious diseases is under threat. The emergence of multi-drug resistance and extensively drug resistant microbes to antibiotics calls for new treatment regimes.\(^1\) Yet, at the same time, the drug discovery process, characterized by a one-drug-one-gene-one-disease paradigm, has yielded few successes in combating drug resistance and is hampered by a high failure rate leading to soaring costs.\(^2\) Fortunately, the cause of that failure is also cause for optimism. Since the failure is due, in part, to drug promiscuity there is also the opportunity to repurpose existing drugs to treat infectious diseases.\(^3\) However, there are several unique challenges in anti-infectious drug repurposing. First, successful phenotype-based methods which compare the genome-wide molecular signature of repurposed drugs to a disease-induced phenotype,\(^4\) have limitations when applied to anti-infectious drug discovery. Second, recent efforts in cell-based antibiotics screening produce thousands of active compounds, but gives few hints as to their molecular targets as well as their \textit{in vivo} activities and toxicities.\(^5\)-\(^6\) Finally, due to the bias in high-throughput screening, existing chemical genomics databases only collect several thousand targets, most of which are from human and model organisms, not pathogens. Taken together these limitations hinder the application of state-of-the-art computational methods to anti-infectious drug repurposing.

These limitations can be addressed through \textit{chemical genomics} - the construction of genome-scale drug-target interaction networks. Creating such networks requires that we address the question, given a chemical entity, how do we accurately identify its targets on a genome scale based on its structural similarity with known ligands and reliably determine the significance of those putative targets? Several data mining techniques have recently been developed to predict drug-target interactions.\(^7\)-\(^{15}\) However, few of them can assess the statistical significance of ranked targets. A notable advance was the development of \textit{Similarity Ensemble Approach} (SEA) statistical model,\(^16\)-\(^{17}\) which is comparable to the state-of-the-art machine learning algorithms.\(^18\) However, SEA and most of the existing machine learning techniques only consider local neighborhoods for relevance between chemicals.\(^19\) Thus it remains a big challenge to find the global relationships between chemicals so that an expanded target space can be established.\(^20\)-\(^{27}\) In this paper, we introduce a fundamentally new methodology, \textit{ligand Enrichment of Network Topological Similarity} (ligENTS), which integrates graph mining algorithms and random set theory to begin to address the above challenges. ligENTS considerably improves the performance of existing methods for drug-target prediction. Thus, ligENTS may open new doors to the next generation of chemical genomics algorithms.

The integration of chemical genomics and structural genomics is needed since current chemical genomics methods have only identified targets for a small portion of the human (<10\%) and pathogen genomes (often <1\%), respectively.\(^28\) In other words the molecular targets of a large number of active compounds against bacteria are still unknown. Complementary to the knowledge of existing drug targets, the structural information of proteins has increased rapidly.\(^29\) Previously,
starting from a known drug-target, we have developed a *structural systems biology* approach for linking drug molecules to pathogens' structural genomes through target binding site similarity, thereby reconstructing high-resolution 3D drug-target physical interaction models. However, these structural systems biology methods are not scalable to millions of chemicals. To address these limitations, we combine ligENTs with the structural systems biology approach to link entire bioactive chemical space to the pathogen structural genome. The innovative integration of chemical genomics with structural systems biology will not only greatly expand the scope of both ligand- and target-based methods, but also considerably improve the quality of predicted drug-target interaction models. Consequently, it may provide new opportunities for drug discovery.

To demonstrate the utility of this integrated approach, we apply it to identify molecular targets of drug-like compounds from the Malaria Box, and suggest drug repurposing opportunities for anti-malaria chemotherapies.

Malaria is one of the most devastating and widespread tropical parasitic diseases and is the most prevalent in developing countries. The Malaria Box includes 200 drug-like and 200 probe-like compounds that are active against the blood stage of *P. falciparum*, one of the most dangerous pathogen causing malaria. Although the compounds have desirable ADMET properties, their molecular targets in bacteria and human, as well as in vivo activity and toxicity, remain unknown. We use ligENTs to identify their target profiles in the chemical genomics databases, and their mapping to the *P. falciparum* genome. Using the target profile of active compounds as a proxy, we link approved drugs with active compounds against *P. falciparum*. Our results provide abundant testable hypothesis for further experimental validation.

2. Results and Discussion

2.1. Ligand Enrichment of Network Topological Similarity (ligENTs) method

![Scheme of ligENTS](image)

Fig. 1. Scheme of ligENTS. Hexagons represent chemicals. Two similar chemicals are connected. The more similar a chemical is to the query, the darker the hexagon. The chemicals in the colored sphere bind to corresponding targets $T_i$ and $T_j$.

We have developed a new algorithm, ligand Enrichment of Network Topological Similarity (ligENTs), to assess the statistical significance of chemical-target associations based on the network topological similarity. As shown in Fig. 1, ligENTs consists of three key steps. (1) We connect around half a million chemicals in ChEMBL into a chemical similarity network (termed ChemWeb). (2) Given a query, we apply a Random Walk with Restart (RWR) algorithm to define the network topological similarity between the query and other chemicals in ChemWeb. (3) To assess the statistical significance of the topological rank derived from the RWR, we apply random set theory to estimate the enrichment of a ligand set that is associated with a protein target in terms
of the distribution of its network topological similarity scores. The final output of ligENTS is the false discovery rate (FDR) of a list of targets in the database, which may interact with the query chemical.

2.2. Graph mining improves the performance of detecting pairwise chemical similarity

State-of-the-art algorithms such as SEA, TurboSim, MaxSim, and IRV only consider the similarity between the nearest neighbors, but ignores the global structure similarity relationships among all entities in a database. To overcome this limitation, we apply graph mining algorithms to define global relationships between chemicals. Given a query chemical, we first link the query to all nodes in ChemWeb, if edge weights between the query and any node are above a predefined threshold. Then, we use a Random Walk with Restart (RWR) algorithm to perform a probabilistic traversal of ChemWeb across all paths leading away from the query. The probability of choosing a path depends on the edge weight. The output of the algorithm is the list of all nodes (chemicals) in the network, ranked by the probability $p_i$ for the query to reach node $i$. In this way, the query may detect related chemicals that are missed by the direct neighbors through intermediate nodes. As shown in Fig. 2A, a RWR transversal of ChemWeb improves the sensitivity and specificity of pairwise chemical similarity search over a Daylight fingerprint similarity (http://www.daylight.com). When the Tanimoto Coefficient (TC) is 0.57 (approximately false positive ratio of 0.1), the Daylight fingerprint only identifies around 20% of all ligand pairs that bind to the same target. Using the same threshold to construct ChemWeb, the sensitivity of RWR is approximately 0.30, 50% more than that of the Daylight fingerprint. Thus the exploration of global community structures within the chemical similarity network allows us to detect novel protein-ligand interactions.

2.3. Ligand Enrichment of Network Topological Similarity (ligENTS) considerably improves the performance of detecting novel drug-target associations

![Graph showing comparison between Daylight Fingerprint, RWR Relevance, and Random methods](image)
Conventional ligand-based virtual screening focuses on ranking putative active compounds to a specific target. The issue that we need to address here is a reverse screening problem. Given a query chemical, how can we reliably rank all protein targets in a database by their likelihood to interact with the query chemical? To detect novel protein-chemical interactions, we developed a new algorithm, Ligand Enrichment of Network Topological Similarity (ligENTS). ligENTS combines RWR/ChemWeb with a ligand set enrichment framework. We compare the performance of ligENTS with three state-of-the-art algorithms: Similarity Ensemble Approach (SEA), Heterogeneous Graph Based Inference (HGBI), and the target assignment based on the most similar chemical in a ligand set (MaxSim). SEA normalizes the sum of similarity scores between two sets of ligands known to bind to their targets, based on an empirical extreme value distribution model, and in an extensive benchmark study, SEA outperforms a state-of-the-art machine learning method. SEA is the most relevant comparison to ligENTS in terms of statistical models for evaluating the chemical-target association. MaxSim is found to be the best performing method for ligand-based virtual screening when multiple ligands are used as a profile. For comparison we modified the MaxSim algorithm to rank targets based on the maximum similarity score when comparing their ligands to the query. HGBI applies RWR on a heterogeneous drug-drug, drug-target, and target-target network to infer drug-target interactions, and outperforms other network inference algorithms for drug-target prediction. As shown in Fig. 2B, HGBI is slightly better in the low false positive region than MaxSim. Consistent with a recent study evaluating the performance of ligand profiles, MaxSim outperforms SEA when the false positive rate is less than 0.15. Although HGBI is one of the best performers of the three existing methods, HGBI does not provide a statistical significance assessment for predicted interactions.

LigENTS outperforms the above three methods in identifying novel chemical-target relationships, as shown in Fig. 2B. ligENTS identifies 200% and 50% of true positives more than that of HGBI at a false positive ratio of 0.01 and 0.05, respectively. The superior performance of ligENTS comes from its combination of the RWR search and global set statistics. The RWR captures the global structure of chemical space. However, conventional statistics models such as SEA fail when applied to global similarity problems. Global set statistics is more powerful than the fitted parametric statistical model. However, it is less useful when only the nearest neighbors are considered, as the scores of most ligands in the set are zeros, providing no information for the hypothesis testing. Enrichment of Network Topological Similarity (ENTS) by integrating RWR and global set statistics provides a general framework to enhance similarity search and association detection. Although this paper focuses on its application to chemical-target prediction, we have shown that ENTS improves the performance of protein fold recognition, RNA structure prediction, and disease gene identification. These results will be published elsewhere.

2.4. Prediction of molecular targets of Malaria Box in the chemical genomics database

To demonstrate the application of ligENTS to drug repurposing, we first use it to identify molecular targets of drug-like compounds from the Malaria Box, which are annotated in ChEMBL.
At a false discovery rate of 0.05, we associate 161 out of 200 drug-like active compounds from the Malaria Box with more than 577 proteins annotated in ChEMBL. The majority of these hits (~80%) are proteins from human and animal models. This reflects the screening and annotation bias in the chemical genomics databases. Nevertheless, enriched biological processes for these genes may provide valuable information on potential side effects (e.g., regulation of blood pressure, and muscle contraction) of these compounds, or their impact on pathogen-host interactions (e.g., response to molecule of bacterial origin), as shown in Table 1.

### Table 1. Enriched biological processes of molecular targets of human and animal models for drug-like compounds from the Malaria Box.

<table>
<thead>
<tr>
<th>Biological process</th>
<th>False Discovery Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>second-messenger-mediated signaling</td>
<td>1.171e-58</td>
</tr>
<tr>
<td>positive regulation of lipase activity</td>
<td>3.028e-23</td>
</tr>
<tr>
<td>calcium ion homeostasis</td>
<td>1.923e-22</td>
</tr>
<tr>
<td>oxidoreductase activity</td>
<td>6.961e-17</td>
</tr>
<tr>
<td>regulation of blood pressure</td>
<td>1.117e-15</td>
</tr>
<tr>
<td>inflammatory response</td>
<td>1.593e-10</td>
</tr>
<tr>
<td>phosphoric diester hydrolase activity</td>
<td>3.745e-10</td>
</tr>
<tr>
<td>smooth muscle contraction</td>
<td>2.888e-07</td>
</tr>
<tr>
<td>regulation of apoptosis</td>
<td>2.353e-05</td>
</tr>
<tr>
<td>response to molecule of bacterial origin</td>
<td>3.870e-03</td>
</tr>
</tbody>
</table>

### 2.5 Prediction of molecular targets of drug-like compounds in P. falciparum

To identify the *P. falciparum* targets of drug-like compounds from the Malaria Box, we map the targets identified from the chemical genomics databases to the *P. falciparum* genome using both sequence similarity and ligand binding site similarity. Most of the mapped targets are essential genes in *P. falciparum*. Some of them (e.g., dihydroorotate dehydrogenase, beta-hydroxyacyl-ACP dehydratase, cysteine protease falcipain-3, and type II DNA topoisomerase) are novel targets under investigation. When we rank the targets by the number of binding compounds, the top ranked targets include several proteins that bind to quinine, one of the most efficient drugs to treat malaria, providing support for our predictions. Other proteins include the JmjC domain containing protein, 3-oxoacyl-acyl-carrier protein reductase, and several putative transporters. The JmjC domain containing protein is particularly interesting. Twelve compounds are predicted to interact with JmjC. JmjC plays a key role in chromatin remodeling and histone posttranslational modifications that is fundamentally important in the developmental program of *P.*
However, this protein has not been explored as a drug target. Because the human homolog of JmjC exists, the detailed analysis of the drug binding site features may provide critical information on developing selective anti-malarial chemotherapy targeting JmjC. This analysis is ongoing.

### 2.6 Repurposing approved drugs to target *P. falciparum*

We apply ligENTS to 1,484 approved small molecule drugs in DrugBank to identify their molecular targets in ChEMBL. If the target profile of a drug is similar to that of the active compounds from the Malaria Box, we hypothesize that the drug is active against malaria. We term this strategy Target Similarity Profiling (TSP). Based on TSP, Table 2 shows the top ranked drugs that have the potential to treat malaria. The top hit sirolimus is a macrolide compound, targeting the FK506 binding protein. It has been used as an anti-fungal and an anti-neoplastic agent. FK506 binding protein in *P. falciparum* has been suggested as a novel target to fight malaria infection.40 Several other drugs are predicted to target phosphodiesterase, dihydrofolate reductase, protease, carbonic anhydrase, somatostatin receptor, and ion channels. All these proteins are novel targets for anti-malaria therapeutics.41-46 Doxycycline is a known anti-malaria agent, providing putative validation to TSP predictions. Thus, TSP provides abundant testable hypotheses for anti-malaria drug repurposing.

<table>
<thead>
<tr>
<th>Drug Target</th>
<th>(s)</th>
<th>Primary indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sirolimus</td>
<td>FK506 binding protein</td>
<td>anti-fungal and anti-neoplastic</td>
</tr>
<tr>
<td>Acitretin</td>
<td>Lyase, Nitric oxide synthase, DNA methyltransferase, Collagenase</td>
<td>treatment of psoriasis</td>
</tr>
<tr>
<td>Roflumilast Ph</td>
<td>phosphodiesterase (PDE)</td>
<td>chronic obstructive pulmonary disease</td>
</tr>
<tr>
<td>Trimetrexate</td>
<td>dihydrofolate reductase (DHFR)</td>
<td>Antibiotics</td>
</tr>
<tr>
<td>Metaxalone Prot</td>
<td>case</td>
<td>muscle relaxant</td>
</tr>
<tr>
<td>Piperazine C</td>
<td>carbonic anhydrase</td>
<td>Anthelmintic</td>
</tr>
<tr>
<td>Doxycycline dem</td>
<td>ethylase, hydrolase, dehydrogenase</td>
<td>Anti-malaria</td>
</tr>
<tr>
<td>Octreotide Som</td>
<td>somatostatin receptor</td>
<td>treatment of acromegaly and reduction of side effects from cancer chemotherapy</td>
</tr>
<tr>
<td>Benazepril</td>
<td>Sodium channel subunit alpha, Voltage-dependent calcium channel subunit alpha</td>
<td>Hypertension</td>
</tr>
</tbody>
</table>
3. Conclusion

In this paper, we introduce a new chemical genomics algorithm, ligENTS, to map the chemical universe to its global pharmacological space, as well as an integrated chemical genomics and structural systems biology approach for anti-infectious drug repurposing. Although the detailed implementation of the algorithm needs to be improved, its prototype outperforms existing state-of-the-art methods, and demonstrates the potential for use in anti-infectious drug repurposing. The further development of this new strategy may consolidate phenotype-, ligand-, and target-based drug discovery, thereby facilitating the transformation of the conventional drug discovery process to a new paradigm of systems pharmacology.

4. Methods

4.1. Benchmark

We extract positive and negative cases from the bioactivity database ChEMBL\textsuperscript{32}. To reduce the chance of including false positive hits, we only include those pairs with IC$_{50}$$<10.0$ $\mu$M as positive cases. The negative cases include those pairs in which no binding is detected. We define the benchmark using the intersection of ligand sets in the positive and negative cases. After removing the chemical redundancy (Tanimoto Coefficients (TC) of 0.85, a common threshold in virtual screening), the final benchmark includes 390 chemicals, which involve 803 true and 1,336 false chemical-target interactions, respectively. We evaluate the sensitivity and specificity of the ranked target for a benchmark chemical when querying ChemWeb in which all benchmark chemicals are excluded.

4.2. Construction of similarity matrix of ChemWeb

Using a Daylight fingerprint representation of each chemical and TC as a similarity measure, we connect 415,975 chemicals that have high confidence annotation to targets in ChEMBL into a pairwise chemical similarity network. We represent ChemWeb as a weighted graph, in which nodes are chemicals. An edge is formed between two chemicals if they share the same activity and their chemical similarity is above a certain threshold. With a TC larger than 0.57, a threshold used by SEA but not optimized for ligENTS, ChemWeb consists of more than 10 million edges. We represent the ChemWeb weighted graph as a similarity matrix $W$.

4.3. Implementation of Random Walk with Restart (RWR) algorithm

We modified the RankProp algorithm,\textsuperscript{47} a variant of RWR, and implemented it using a boost library (http://www.boost.org). The pseudo code of the algorithm is shown as follows.

```plaintext
// The pseudo code of the RWR algorithm

// Input: The similarity matrix W
// Output: The ranked targets for each chemical

void RWR() {
    // Initialize the target probability vector
    target_prob = [1.0] * num_targets;
    // Normalize the probability vector
    normalize(target_prob);
    // Initialize the restart probability vector
    restart_prob = [1.0] * num_chemicals;
    // Initialize the iteration counter
    iteration = 0;
    // Run the RWR algorithm
    while (iteration < max_iterations) {
        // Calculate the probability of reaching each target
        target_prob = W * target_prob;
        // Normalize the probability vector
        normalize(target_prob);
        // Calculate the probability of restarting at each chemical
        restart_prob = W * restart_prob;
        // Normalize the restart probability vector
        normalize(restart_prob);
        // Calculate the new target probability vector
        target_prob = (1.0 - restart_prob) * target_prob + restart_prob;
        // Normalize the target probability vector
        normalize(target_prob);
        // Increment the iteration counter
        iteration = iteration + 1;
    }
    // Return the ranked targets
    return target_prob;
}
```
Input: A graph representation of ChemWeb, with \( i = 1, \ldots, N \) chemicals and their chemical similarity matrix \( W \) with the instance of \( w_{ij} \); a diffusion vector \( A \) with the instance of \( a_i \), and a query chemical \( q \).

Initialization: \( p_q(0) = 1; p_i(0) = 0 \)

while \( t = 0, 1, 2, \ldots \) do

for \( i = 1 \) to \( N \) do

\( p_i(t+1) = w_{qi} + a \sum_{j=1}^{N} w_{ij} p_j(t) \)

end for

until convergence \( t = T^* \)

output: a ranked list of \( p_i(T^*) \)

\( a_i \) corresponds to the restart probability in the RWR and determines how far the query will propagate through ChemWeb. In this study, \( a_i \) was set as a constant of 0.65.

4.4. Implementation of set statistics

Inspired by Gene Set Enrichment Analysis, we adapted the random set method\(^{48}\) to estimate the enrichment of a ligand set that is associated with a protein target. For the RWR output \( p_i(T^*), i = 1, \ldots, N \), an unnormalized score for a ligand set \( S \) consisting of \( m \) chemicals is calculated as the average of the RWR outputs of these chemicals

\[
\bar{X} = \frac{\sum_{j \in S} p_j}{m}.
\]

To compare the enrichment in a ligand set \( S \) with that of all other \( (N, m) \) distinct randomly drawn ligand sets of size \( m \), the ligand set \( S \) is now considered as a random collection of \( m \) ligands whose score \( p_j \) are fixed. The exact distribution of \( \bar{X} \) is intractable, but can be approximated with the normal distribution with mean and variance as follows:

\[
\mu = \frac{1}{N} \sum_{j=1}^{N} S_j
\]

\[
\sigma^2 = \frac{1}{m} \left( \frac{N-m}{N-1} \right) \left[ \left( \frac{1}{N} \sum_{j=1}^{N} S_j^2 \right) - \left( \frac{1}{N} \sum_{j=1}^{N} S_j \right)^2 \right]
\]

The enrichment score is then normalized with

\[
Z = \frac{\bar{X} - \mu}{\sigma}.
\]

The false discovery rate (FDR) is estimated by fitting the enrichment score \( Z \) with the false positive ratio from the benchmark.

4.5. Target identification of active compounds from the Malaria Box in the ChEMBL database and \( P. falciparum \) genomes

LigENTS was first used to identify potential molecular targets of active compounds from the Malaria Box found in the ChEMBL database. Because most of the targets in ChEMBL are from
human or model organisms, SMAP\textsuperscript{49-51} and PSI-Blast\textsuperscript{52} are applied to map the targets identified by ligENTS, which are not from \textit{P. falciparum} genome, to \textit{P. falciparum} proteins.

4.6. Functional Enrichment Analysis

Functional Enrichment Analysis of human targets is carried out using the DAVID functional annotation tool (\url{http://david.abcc.ncifcrf.gov/}). The whole genome of Homo sapiens is used as background.
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In silico prediction of unknown drug-target interactions (DTIs) has become a popular tool for drug repositioning and development. A key challenge in DTI prediction lies in integrating multiple types of data for accurate DTI prediction. Although recent studies have demonstrated that genomic, chemical and pharmacological data can provide reliable information for DTI prediction, it remains unclear whether functional information on proteins can also contribute to this task. Little work has been developed to combine such information with other data to identify new interactions between drugs and targets. In this paper, we introduce functional data into DTI prediction and construct biological space for targets using the functional similarity measure. We present a probabilistic graphical model, called conditional random field (CRF), to systematically integrate genomic, chemical, functional and pharmacological data plus the topology of DTI networks into a unified framework to predict missing DTIs. Tests on two benchmark datasets show that our method can achieve excellent prediction performance with the area under the precision-recall curve (AUPR) up to 94.9. These results demonstrate that our CRF model can successfully exploit heterogeneous data to capture the latent correlations of DTIs, and thus will be practically useful for drug repositioning. Supplementary Material is available at http://iiis.tsinghua.edu.cn/~compbio/papers/psb2014/psb2014_sm.pdf.
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1. Introduction

In recent years, drug repositioning or drug repurposing has become an increasingly popular trend in drug discovery.1–4 The main goal of drug repositioning is to reuse existing or abandoned drugs and identify their new therapeutic functions. Recent literature reveals that drugs often possess the so-called promiscuity property,5,6 that is, individual drugs can act on other off-target proteins in addition to the original target. This property provides a strong theoretical support for drug repositioning.

In silico prediction of drug-target interactions (DTIs) has been widely applied in drug
repositioning, since it can significantly reduce time and cost of drug development. Molecular docking methods have been commonly used in predicting new DTIs if structure coordinates of both proteins and drugs are available.\textsuperscript{7–10} When three-dimensional (3D) structures of molecules are absent, we need to depend on other approaches to perform DTI prediction. The structure-free approaches can be roughly divided into two categories: ligand-based and network-based methods. Ligand-based methods exploit ligand similarity to identify new targets that can interact with a query drug.\textsuperscript{11,12} Although with some successful stories, ligand-based approaches have difficulty in identifying new interactions associated with novel binding scaffolds.\textsuperscript{13} Network-based methods\textsuperscript{14–20} detect the latent correlation features of DTIs to predict new interactions, and recently have become a popular tool for drug repositioning and drug development. A key challenge in network-based prediction approaches lies in integrating heterogeneous data for accurate DTI prediction. Traditional DTI prediction approaches often relate genomic and chemical data with DTI networks to perform new prediction.\textsuperscript{21} Recently, pharmacological data such as drug side-effects have also been taken into consideration,\textsuperscript{18,20,22–24} and the results suggest that incorporating more data into DTI prediction can further improve prediction accuracy. Most existing network-based approaches mainly rely on the sequence similarity to measure the closeness of two targets. The sequence similarity, however, is not necessarily sufficient enough to characterize the shared patterns of DTI profiles between two targets.

Functional similarity enables us to compare two proteins with respect to their molecular and biological functions.\textsuperscript{25} It is defined mainly based on Gene Ontology (GO) terms, which indicate the biological roles of gene products. This measure can identify functionally-related proteins regardless of homology, and hence provide additional information about the similarity of two targets aside from their genomic data. Based on functional similarity, we can construct biological space for proteins and analyze their DTI patterns from a different angle.

Although numerous approaches\textsuperscript{18,20,23,24,26} have been proposed to integrate genomic (i.e., protein sequences), chemical (i.e., chemical substructures of drugs) and pharmacological (i.e., drug side-effects) data for predicting unknown DTIs, functional information has not been well exploited in DTI prediction. To our knowledge, little work has been developed to systematically integrate functional information on proteins with the aforementioned data to predict missing interactions between drugs and targets. In this paper, we present a new approach to address the DTI prediction problem by systematically integrating large-scale chemical, pharmacological, genomic and functional data and DTI network information into a unified framework. Our method applies a probabilistic graphical model, called conditional random field (CRF), to encode the complicated network associated with drugs and targets, and predict new DTIs. We apply a stochastic gradient ascent approach plus the contrastive divergence (CD) algorithm\textsuperscript{27} to train our graphical model and capture the hidden correlations between drugs and targets. Tests on two benchmark datasets derived from multiple publicly-available databases show that our CRF model can effectively integrate multiple sources of information and achieve excellent prediction performance, with the area under the precision-recall curve (AUPR) up to 94.9. These results indicate that our approach can have potential applications in drug repositioning.

In summary, the following contributions are made in this paper: (1) Introduction of func-
tional data into DTI prediction and construction of biological space for proteins using the functional similarity measure; (2) Development of a new machine learning approach that can systematically integrate heterogeneous data into a unified framework to predict unknown DTIs; and (3) Promising testing results on two benchmark datasets.

2. Methods

2.1. Conditional Random Field Framework

Conditional random field (CRF) is a probabilistic graphical model or a variant of Markov random field\textsuperscript{28–30} that was first proposed for object recognition and image segmentation.\textsuperscript{31} Now it has been widely used in many fields such as shallow parsing,\textsuperscript{32} named entity recognition,\textsuperscript{33} topic distillation,\textsuperscript{34} social recommendation\textsuperscript{35} and molecular structural modelling.\textsuperscript{36} We apply a binary CRF model\textsuperscript{34,35} to formulate our DTI prediction problem.

Let \(\{d_i\}, 1 \leq i \leq n_d\), be the set of known drugs and \(\{t_j\}, 1 \leq j \leq n_t\), be the set of targets, where \(n_d\) and \(n_t\) represent the total numbers of drugs and targets respectively. We use \(X\) to denote observed data, including known DTIs and various similarity scores, such as sequence similarity scores for proteins and chemical similarity scores for drugs. In other words, \(X\) stands for a set of binary indicators representing known drug-target interactions, and positive variables representing observed similarity scores. For each drug \(d_i\), we construct a CRF on an undirected graph \(G = (V_t, E_t)\), where \(V_t = \{t_t\}\) is the set of targets and each edge in \(E_t\) represents the similarity between a pair of targets. Let vector \(Y = (y_1, y_2, \cdots, y_n)\) denote the prediction, where each \(y_j\) is a binary random variable representing the prediction of target \(t_j\), that is, \(y_j = 1\) if the predicted interaction between drug \(d_i\) and target \(t_j\) is true, and \(y_j = 0\) otherwise. We call this model the target-based CRF. Similarly, for each target \(t_j\), we construct a CRF on an undirected graph \(G = (V_d, E_d)\), where \(V_d = \{d_d\}\) is the set of drugs and each edge in \(E_d\) represents the similarity between a pair of drugs. We call the second model the drug-based CRF. For the convenience of description, next, we will mainly use the target-based model as an example to illustrate the learning and prediction procedures of our CRF model unless otherwise specified.

For each target-based CRF, we define a joint probability distribution conditioning on observation \(X\). In the underlying graph, each node represents a target \(t_i\) or its associated binary random variable \(y_i\), and each edge connecting two nodes represents the dependency between these two nodes. Hereinafter, we will slightly abuse the notation and use terms ‘node’ and ‘random variable’ interchangeably. The undirected graphical model possesses the so-called conditional independence property,\textsuperscript{37} which states that the conditional distribution of node \(y_i\) is independent of all other nodes given its ‘neighbors’ (i.e., all other nodes that \(y_i\) is connected to). By connecting similar proteins together, we indeed assume that the conditional state of a target depends only on the states of other proteins with high similarity. Details about how to construct edges between targets will be described in Section 3.1.

In a CRF model, the energy of a joint configuration \(Y\) given \(X\) can be defined as follows:

\[
E(Y|X) = \sum_i a_i f(y_i|X) + \sum_{i,j} b_{ij} g(y_i, y_j|X)
\]
where \( f(y_i|X) \) is a local node feature function defined based on the state of \( y_i \), \( g(y_i, y_j|X) \) is a relational edge feature function defined based on states of both \( y_i \) and \( y_j \), and \( a_i \geq 0 \) and \( b_{ij} \geq 0 \) are weight parameters that need to be learned from training data. In our DTI prediction framework, we let all target-based or drug-based CRFs share the same parameters \( a_i \) and \( b_{ij} \). Then the joint probability density function of \( Y \) given \( X \) can be defined as

\[
p(Y|X) = \frac{1}{Z(X)} \exp(-E(Y|X))
\]

where \( Z(X) = \sum_Y \exp(-E(Y|X)) \) is the normalizing constant, also called partition function.

We define functions \( f(\cdot) \) and \( g(\cdot) \) as followings:

\[
f(y_i|X) = -(y_i - H_{x_i}(y_i))^2 \tag{3}
\]

\[
g(y_i, y_j|X) = -H_{x_i,x_j}(y_i - y_j)^2 \tag{4}
\]

where \( H_{x_i}(y_i) \) represents the observed feature of target \( t_i \), and \( H_{x_i,x_j}(y_i - y_j) \) represents the relational feature measure of \( y_i \) and \( y_j \) given observation \( X \). In our framework, we let \( H_{x_i}(y_i) \) be the average number of observed drug interactions for target \( t_i \), and let \( H_{x_i,x_j}(y_i - y_j) \) be the difference between binary variables \( y_i \) and \( y_j \). By defining the above two feature functions, we indeed add a penalization when (1) predictions for two connected nodes are different, and (2) the prediction of a given node deviates from its average state. Unlike in Ref. 35, which assumes that all nodes share the same parameter \( a \) and all edges share the same parameter \( b \), here in our model all weight parameters \( a_i, b_{ij} \) are set to be different values for individual nodes and edges. This parameter setting is more flexible to capture information from data and can avoid potential improper assumptions about weight parameters. Our test results (details are not shown in the paper) suggest that this new parameter setting can yield better performance than the original version\(^{35} \) which chooses a relatively rigid parameter setting.

### 2.2. Parameter Training

In the training process, we aim to learn parameters \( a_i \) and \( b_{ij} \) from training data. We use stochastic gradient ascent\(^{38} \) as an optimization method to maximize the conditional log-likelihood of training data. To simplify the notation, we use vector \( \theta \) to denote parameters \( (a_i, b_{ij}) \), and function vector \( h \) to denote \( (f, g) \). Then the probability density function in Eq. (2) can be rewritten as

\[
p_\theta(Y|X) = \frac{1}{Z_\theta(X)} \exp(\theta \cdot h)
\]

Thus we can derive the following conditional log-likelihood:

\[
L_\theta = \sum_{i=1}^{n_x} \log(p(y_i|X)) = \sum_{i=1}^{n_x} [\theta \cdot h(y_i|X) - \log(Z_\theta(X))]
\]

Since each component of \( \theta \) is non-negative, we let \( \theta = (\exp(\theta'_1), \ldots, \exp(\theta'_{n_\theta})) \). For simplicity, we use \( \exp(\theta') \) to represent \( (\exp(\theta'_1), \ldots, \exp(\theta'_{n_\theta})) \). Then we have
\[ L_\theta = \sum_{i=1}^{n_t} \left[ e^{\theta'} \cdot h(y_i | X) - \log(Z_\theta(X)) \right] \]  \hspace{1cm} (7)

The gradient in Eq. (7) is

\[ \frac{\partial L_\theta}{\partial \theta'} = \theta' \cdot \sum_{i=1}^{n_t} \left[ h(y_i | X) - E_\theta(h(Y|X)) \right] \]  \hspace{1cm} (8)

where \( E_\theta(h(Y|X)) \) is the expectation of \( h(Y|X) \) and \( Y|X \) follows the distribution \( p_\theta \) defined in Eq. (5).

To apply the gradient ascent method, we need to deal with the expectation term in Eq. (8). It is algebraically intractable to directly calculate this expectation, and one possible solution is to employ some simulation techniques such as Markov Chain Monte Carlo (MCMC) to approximate its value. A Gibbs sampling method was used in Ref. 35 to sample a sequence of \( Y \) following the current distribution \( p_\theta \) and then approximate \( E_\theta(h(Y|X)) \) by

\[ E_\theta(h(Y|X)) = \frac{1}{L} \sum_{i=1}^{L} h(\tilde{y}_i | X) \]  \hspace{1cm} (9)

where \( \{\tilde{y}_i\}, 1 \leq i \leq L \), is the sampled sequence, and \( L \) is the total number of sampling iterations. Sampling such sequence often proceeds as follows: We first randomly pick some initial value \( y_0 \), and then sample each variable using the current value according to its conditional distribution. Normally, after some burn-in period, the distribution of \( y_i \) can approximate distribution \( p_\theta \).

Although Gibbs sampling is a popular method to approximate the expectation, it suffers from heavy computational cost, which is impractical in our case. Here we apply another sampling algorithm, called contrastive divergence (CD), which was first proposed in Ref. 27. The CD algorithm has been successfully used to train restricted Boltzmann machines\(^{39}\) and it can be easily implemented. The basic idea of the CD algorithm is to substitute \( E_\theta(h(Y|X)) \) in Eq. (8) by \( E_{p_T}(h(Y|X)) \), where \( p_T \) represents the distribution of data transformed by \( T \) cycles of Gibbs sampling.\(^{27}\) In practice, \( T \) is often chosen to be one. Although the CD algorithm may lead to biased estimates, the bias is small in general.\(^{40}\) In practice, the CD algorithm can provide an efficient method to approximate the log-likelihood function.\(^{27,39,40}\)

### 2.3. Predicting New Drug-Target Interactions

To predict unknown drug-target interactions for a query drug given observation \( X \), we compute the conditional probability distribution \( p(y_k|y_{-k}, X) \) for each target \( t_k \), where \( y_{-k} \) denote the all other targets except \( t_k \). For \( i \neq k \), \( y_i = 1 \) if target \( y_i \) is known to interact with the query drug, and \( y_i = 0 \) otherwise. We then calculate the conditional expectation of \( y_k \) as the prediction score of the interaction between target \( y_k \) and the query drug.
3. Results

3.1. Constructing Conditional Random Field

In our CRF model, an edge connecting two nodes indicates the relational dependency between them, and we assume that two connected nodes should share high similarity. One natural approach for constructing edges in the underlying graph is to connect two nodes if their similarity score is above a threshold. By choosing different threshold values we should be able to tune the number of edges in the graph. This construction method, which we call the threshold-based approach, could yield an unbalanced graph in which some nodes may have much fewer neighbors than others. This situation would make it difficult for inferring the states of those neighbor-free nodes. To avoid this problem, we used another approach to construct the underlying graph. For each node $t_i$, let $N_i$ be the set of top $K$ nodes that have the highest similarity scores with $t_i$, and we connect two nodes $t_i$ and $t_j$ if $t_i \in N_j$ or $t_j \in N_i$. We refer to this new approach as the degree-based approach, which ensures that the degree of each node in the underlying graph is at least $K$ and roughly balanced, and thus can prevent the existence of ‘isolated’ nodes. In practice, we should not choose a large value of $K$ in order to train our CRF model efficiently on a large-scale dataset. Our sensitivity analysis shows that our results did not vary much for different $K$ values (Supplementary Material S2). We can also combine the above two approaches to get an integration-based approach for constructing edges, that is, we connected two nodes mainly based on a similarity score threshold but also added more connections to a node if its degree is less than $K$. The comparison results show that different construction approaches did not influence much on prediction performance when choosing $K \geq 2$ (Supplementary Material S3). In the following analysis, the underlying graph of our CRF model was constructed mainly based on the degree-based approach, unless otherwise specified. We chose $K = 4$ when a single similarity measure was used and $K = 2$ when multiple similarity measures were used. This parameter was fixed throughout all our tests.

We tested the following six different approaches in our conditional random field framework:

- Genomic approach (GEN): The target-based CRF was constructed using the sequence similarity measure.
- Functional approach (FUN): The target-based CRF was constructed using the functional similarity measure.
- Integrated Genomic-Functional approach (IGF): The target-based CRF was constructed using the sequence and functional similarity measures simultaneously. In other words, two nodes were connected if they satisfied the sequence or functional similarity criterion.
- Chemical approach (CHEM): The drug-based CRF was constructed using the chemical similarity measure.
- Pharmacological approach (PHAR): The drug-based CRF was constructed using the side-effect similarity measure.
- Integrated Chemical-Pharmacological approach (ICP): The drug-based CRF was constructed using the chemical and side-effect similarity measures simultaneously. In other words, an edge was constructed if it was valid under the chemical or side-effect similarity
measure criterion.

In addition, we investigated the combination of two independent predictions from target-based and drug-based CRFs respectively. For any given drug-target pair, let $S_d$ denote the prediction score using the drug-based CRF model and $S_t$ denote the prediction score using the target-based CRF model. Then our final score for this query drug-target pair is

$$S = \alpha S_d + (1 - \alpha) S_t$$  \hspace{1cm} (10)$$

In the current version of our program, we fixed $\alpha = 0.5$. By fine-tuning the parameter $\alpha$, we may achieve better results than our current tests. Our final approach integrated chemical, pharmacological, genomic and functional data simultaneously:

- Full Integration approach (FI): The final prediction was the simple linear combination of both integrated chemical- pharmacological (ICP) and integrated genomic-functional (IGF) approaches using Eq. (10).

Our program was implemented in Matlab (2010 b) based on the UGM package developed by Mark Schmidt (http://www.di.ens.fr/~mschmidt/Software/UGM.html). UGM is a Matlab toolbox that implements various tasks in discrete undirected graphical models with pairwise potentials. We used the default parameters of functions in the UGM package throughout all our tests.

3.2. Datasets

To demonstrate the predictive power of our approach, we first tested it on a dataset derived from the KEGG database\textsuperscript{41,42} which contains experimentally-verified drug-target interactions. We call this dataset the first dataset. All drugs in the first dataset have molecular weight more than 100. In order to obtain pharmacological information we only included those drugs that also have side-effect records in the SIDER database.\textsuperscript{43} As a consequence, in total 875 drugs and 249 proteins with 2596 drug-target interactions were obtained in the first dataset.

To compare with other existing approaches, we tested our algorithm on another dataset that has been published in Ref. 24, where all drugs have records in SIDER, JAPIC and AERS. JAPIC and AERS are two public databases about drug side-effects. More details about these two databases can be found in Ref. 24. The data we tested here is slightly different from the original data which contains 359 drugs and 226 proteins with 1188 drug-target interactions. We excluded six proteins that do not have any GO annotation and two drugs that have no interaction with the remaining proteins. Thus the new dataset includes 357 drugs and 220 proteins with 1174 drug-target interactions. We call this new dataset the second dataset. Descriptive statistics about the first and second datasets are provided in Supplementary Material S1.

Chemical similarities between drugs were calculated using the graph kernel approach,\textsuperscript{44} where chemical structure information of drugs was taken from the KEGG database. Side-effect similarities between drugs were calculated using the same method as in Ref. 24, where pharmacological information was obtained from the SIDER database. Sequence similarities between proteins were computed using local alignment kernel approach.\textsuperscript{45} Functional similarities
between proteins were calculated using online software FunSimMat, in which functional similarity scores were derived from GO terms annotated with biological process and molecular function. In both datasets that we have tested, most pairs of proteins or drugs were dissimilar. In the first dataset, less than 3% of all drug pairs had chemical similarity score greater than 0.85 (all similarity scores were normalized to 1), and less than 1% of all protein pairs had sequence similarity score greater than 0.85. In the second dataset, less than 2% of all drug pairs had chemical similarity score greater than 0.85, and less than 1% of all protein pairs had sequence similarity score greater than 0.85.

3.3. Performance Evaluation

We used the Receiver Operator Characteristic (ROC) curve and the Precision-Recall (PR) curve to evaluate the performance of our algorithm. In addition, we also computed the AUC (area under ROC curve) and AUPR (area under PR curve) scores. In our performance evaluation, true positives were those correctly predicted interactions, while false positives were those predicted interactions that were not present in the tested dataset. For highly-unbalanced data, the PR curve is usually considered to be a better criterion to assess the prediction performance, since it can punish more false positive examples. Thus our analysis mainly focused on AUPR, although in many cases AUC and AUPR were positively correlated. Our tests were performed mainly using a 10-fold cross-validation procedure. In this procedure, all DTIs were randomly partitioned into 10 equal size subsamples. Each subsample was in turn used as validation data to test our algorithm, and the remaining nine subsamples were used as training data.

Table 1. Prediction results on the first dataset using 10-fold cross-validation. Both AUC and AUPR scores are normalized to 100. The best result is shown in bold.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Evaluation Criterion</th>
<th>AUC</th>
<th>AUPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target-based CRF</td>
<td>GEN</td>
<td>97.3</td>
<td>80.7</td>
</tr>
<tr>
<td></td>
<td>FUN</td>
<td>97.7</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td>IGF</td>
<td>98.0</td>
<td>83.9</td>
</tr>
<tr>
<td>Drug-based CRF</td>
<td>CHEM</td>
<td>96.0</td>
<td>81.5</td>
</tr>
<tr>
<td></td>
<td>PHAR</td>
<td>96.6</td>
<td>79.9</td>
</tr>
<tr>
<td></td>
<td>ICP</td>
<td>98.1</td>
<td>85.9</td>
</tr>
<tr>
<td>Full Integration Approach (FI)</td>
<td></td>
<td><strong>99.2</strong></td>
<td><strong>94.9</strong></td>
</tr>
</tbody>
</table>

Table 1 summarizes the test results on the first dataset using the 10-fold cross-validation procedure. Under the target-based CRF framework, integrating both genomic and functional data achieved better performance than other two approaches, with the AUPR score improved by > 3%. When both chemical and pharmacological data were integrated into the drug-based CRF framework, the results outperformed each single-similarity based approach with the AUPR score improved by > 4%. When integrating all available information, the FI approach achieved the best performance with AUPR > 94. Figure 1 shows the AUPR curves for different approaches tested on the first dataset. These results demonstrate that incorporating additional
information about drugs and proteins can further improve prediction accuracy. To check the robustness of our model, we also performed a 5-fold cross-validation test, and only observed a slight decrease in AUC and AUPR values (Supplementary Material S4).

3.4. Comparison Results

To compare with other existing approaches, we tested our algorithm on the second dataset, i.e., the benchmark dataset published in Ref. 24. Here we mainly compared our approach with the pairwise kernel regression (PKR) method proposed in Ref. 24, which claimed that PKR outperformed many other state-of-the-art methods on the same data. As in Ref. 24, we also tested seven different approaches, including AERS-freq-based pharmacogenomic approach (AERS-freq), AERS-bit-based pharmacogenomic approach (AERS-bit), SIDER-based pharmacogenomic approach (SIDER), JAPIC-based pharmacogenomic approach (JAPIC), chemogenomic approach (CHEM), integrated pharmacogenomic approach (INTEG-P) and
integrated pharmaco-chemogenomic approach (INTEG-PC). These different methods, as suggested by their names, are defined mainly based on input data, and more details about them can be found in Ref. 24 or Supplementary Material S5 of this paper. In addition, we tested an additional approach that combines chemical, side-effect, sequence and functional data together. This approach was not included in Ref. 24 and we referred to it as ‘INTEG-ALL’. Table 2 shows the comparison results between our conditional random field (CRF) model and the pairwise kernel regression (PKR) model.

As shown in table 2, our method outperformed the PKR model over all different tests. In particular, our approach can improve the AUPR score by up to 10.5 when only SIDER-based information was used. Furthermore, the results produced by CRF were not as sensitive to different input data as those produced by PKR. For example, the AUPR score of PKR based on JAPIC was about 10% larger than that based on SIDER, whereas the test of our algorithm on SIDER-based data can still yield decent performance. These comparison results indicate that our method is more robust to input data than PKR, and may have a better capacity to handle noise in data.a

Table 2. The comparison results between our CRF and PKR methods. The second dataset was tested in our CRF model using 3-fold cross-validation. The results for PKR were taken from Ref. 24 in which pair-wise cross-validation corresponds to our 3-fold cross-validation test here. Note that the INTEG-ALL approach was absent in Ref. 24. The best score is shown in bold.

<table>
<thead>
<tr>
<th>Approach</th>
<th>AUPR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CRF</td>
</tr>
<tr>
<td>AERS-freq</td>
<td>85.7</td>
</tr>
<tr>
<td>AERS-bit</td>
<td>85.4</td>
</tr>
<tr>
<td>SIDER</td>
<td>87.3</td>
</tr>
<tr>
<td>JAPIC</td>
<td>91.2</td>
</tr>
<tr>
<td>CHEM</td>
<td>87.7</td>
</tr>
<tr>
<td>INTEG-P</td>
<td>90.7</td>
</tr>
<tr>
<td>INTEG-PC</td>
<td>90.4</td>
</tr>
<tr>
<td>INTEG-ALL</td>
<td>91.5</td>
</tr>
</tbody>
</table>

4. Conclusion

In this article, we introduced functional data into DTI prediction and developed a probabilistic graphical model to predict new drug-target interactions using known drug-target interactions and various similarity scores for both drugs and targets. Our model can integrate chemical, pharmacological, genomic and functional data systematically, and predict new DTI interactions with high accuracy. We demonstrated that incorporating functional information of targets can further improve prediction performance.

Currently, our algorithm uses a simple linear combination of independent predictions from aAlthough our dataset were slightly differently from the original data tested in the PKR model (six proteins and two drugs were excluded from the original dataset), the tiny difference between two datasets should not change the conclusions that we draw here.
drug-based and target-based CRFs respectively. In the future, we will extend our model into a more sophisticated framework that can better integrate both drug-based and target-based CRF models. In addition, we will incorporate other data such as drug-drug interaction (DDI) and protein-protein interaction (PPI) information into DTI prediction. We hope that by incorporating these additional information our model can reveal mechanism of drug action to a greater extent. Currently we only evaluated our approach based on benchmark data. We will explore the practical applications of our prediction algorithm, e.g., identifying novel drug-target interactions for drug repositioning.
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We present a probabilistic data fusion framework that combines multiple computational approaches for drawing relationships between drugs and targets. The approach has special relevance to identifying surprising unintended biological targets of drugs. Comparisons between molecules are made based on 2D topological structural considerations, based on 3D surface characteristics, and based on English descriptions of clinical effects. Similarity computations within each modality were transformed into probability scores. Given a new molecule along with a set of molecules sharing some biological effect, a single score based on comparison to the known set is produced, reflecting either 2D similarity, 3D similarity, clinical effects similarity or their combination. The methods were validated within a curated structural pharmacology database (SPDB) and further tested by blind application to data derived from the ChEMBL database. For prediction of off-target effects, 3D-similarity performed best as a single modality, but combining all methods produced performance gains. Striking examples of structurally surprising off-target predictions are presented.
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1. Introduction

In prior work, we introduced a methodological approach for data fusion which was used to predict the protein targets of small molecules based on molecular similarity. Given a test molecule and a set of small molecules with a known shared biological effect, the method produces a score corresponding to the likelihood that the test molecule will share the same activity. We showed that for predicting primary targets (i.e. targets modulating intended therapeutic effects) the performance advantage of a 3D similarity method over a 2D method was relatively small, due to the dominating effects of human 2D bias in drug design (i.e. “me-too” drugs). However, for predicting secondary targets (i.e. sources of side-effects) 3D similarity was much more effective than 2D topological comparisons. We also showed that clinical effects of drugs could be used as a surrogate for biochemical characterization, making use of common side effects of muscarinic antagonism as markers for the biochemical protein-ligand effect. It was possible using 3D chemical similarity to achieve strong separation of likely muscarinic modulators from those with no evidence of such effects.

In the current work, we expand the analysis to a much larger set of small molecule drugs, again making use of 2D and 3D chemical similarity computations. Additionally, computations involving structural similarity are augmented with clinical effects similarity, made possible by automating the extraction and weighting of relevant textual terms from drug package inserts. The top row of Figure 1 shows two highly similar first generation sulfonylureas, tolbutamide and tolazamide, each having highly similar pharmacological effects, with their therapeutic benefits deriving from identical mechanisms. Clinical effects similarity coincides here with...
**Figure 1.** Relationship between molecular similarity methods, the proteins they modulate, and clinical effects. The top row shows two antidiabetics, tolbutamide (first in class) and tolazamide (follow on) which are very structurally similar, interact with similar proteins, and have similar clinical effects. The bottom row shows two anti-epileptic drugs, carbamazepine and levetiracetam, that have different primary targets but similar clinical effects and 3D molecular similarity. Surflec-Sim’s 3D overlay is shown at the bottom where carbamazepine is colored by green carbons and levetiracetam is in atom color. Green sticks correspond to regions of significant hydrophobic similarity and blue/red sticks correspond to regions of significant polar similarity.

**Therapeutic Indication:** Antidiabetic

- **Intended Target:** K_\text{ATP} (Kir6.2)
- **Other Target:** PPARγ-RXR

**Similarity:** High 2D and High 3D

<table>
<thead>
<tr>
<th>Tolbutamide</th>
<th>Tolazamide</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Clinical Terms in Common:** diabetes mellitus, blood glucose, and hypoglycemia

**Therapeutic Indication:** Anticonvulsant

- **Intended Target:** Na\text{V} (Nav1.1)
- **Off-Target:** Na\text{V} (Nav1.5)

**Similarity:** Low 2D but High 3D

<table>
<thead>
<tr>
<th>Carbamazepine</th>
<th>Levetiracetam</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Clinical Terms in Common:** grand mal and status epilepticus

**Intended Target:** Synaptic Vesicle Glycoprotein 2A

**Therapeutic Indication:** Anticonvulsant

- **Intended Target:** Synaptic Vesicle Glycoprotein 2A

**Similarity:** Low 2D but High 3D

**Clinical Terms in Common:** grand mal and status epilepticus

The present study establishes a computational method to draw relationships between drugs based on the clinical effects present in Patient Package Inserts (PPI), whose utility for predicting drug target interactions has been shown previously. The present study makes three primary contributions. First, we introduce a method to extract and weight medically relevant terms from English clinical effects information. Second, we show that drug similarity computed from package inserts is directly correlated with drug similarity computed by molecular structure comparison. Third, we established that the combination of 2D, 3D, and PPI similarity yielded better off-target predictive performance over any single similarity computation. Recovery of roughly 40–50% of off-target annotations was possible with false positive rates of about 1–3%. The approach is generalizable to other computational modalities (e.g. docking of ligands to protein structures), and it is our hope that broad application of the methods will aid in identifying unexpected interactions between drugs and biological targets.
2. Methods and Data

The following describes the molecular data sets, computational methods, and specific computational procedures (see http://www.jainlab.org for additional details on software, data, and protocols).

2.1. Molecular Data Sets

In the present study two molecular data sets are used. The Structural Pharmacology Database (SPDB) is a deeply curated drug target database that is used as the basis to make predictions. A set of drug target annotations from ChEMBL that were not annotated in our database were used as a blind test set.

The details of the SPDB and its relationship to other databases has been extensively described elsewhere.\textsuperscript{1,2,8} It has two features that are particularly important for the present study. First, “targets” are specific binding sites on proteins or protein complexes. This is a critical distinction in order to make inferences about small molecule activity based on structural similarity. Second, primary targets (those that are believed to be therapeutically beneficial) are distinguished from secondary targets (which mediate pharmacologically relevant off-target effects). By making this distinction, it is possible to explicitly quantify performance of methods for prediction of surprising effects. Of the roughly 1000 drugs within the SPDB, 602 met our criteria for inclusion based on PPI information (see below). Of the 257 primary and secondary targets of these 602 drugs, 91 had at least 5 annotated drugs and formed the basis of cross-validation experiments. These 91 targets were comprised of 83 human proteins, including 28 aminergic GPCRs, 19 ligand and voltage gated ion channels, 13 human enzymes, 7 nucleotide and short peptide GPCRs, 5 tyrosine kinases, 5 steroid receptors, 3 reuptake transporters, 2 ion transporters, and 1 transcription factor. The remaining 8 targets were bacterial, fungal, and viral proteins. To test the methodology, we employed ChEMBL version 14, which curates linkages between chemicals and biological targets.\textsuperscript{9} For each of the 602 drugs, corresponding ChEMBL compounds were identified based on direct structural equivalence. Equating the 91 SPDB target binding sites to ChEMBL bioactivities was done manually, yielding 65 corresponding ChEMBL targets. Significant bioactivity was defined as \(K_d\), \(K_i\), or \(IC_{50}\) values less than or equal to 1\(\mu\)M. There were 380 drug-target interactions present in ChEMBL that were missing from the SPDB matrix of 602 drugs and 91 targets. This set served as a blind test set and will be referred to as the ChEMBL set in what follows.

2.2. Patient Package Insert Similarity

We employed the well established vector space information retrieval approach\textsuperscript{10,11} to model patient package inserts (PPIs). Text documents are modeled as vectors in high dimensional space where each dimension corresponds to a term with an associated weight. Coincidence of terms with high weight leads to high computed similarity between documents. The process to transform PPIs into weighted term vectors requires four steps. First, relevant sections are extracted, including: Indication, Contraindications, Precautions, Adverse Reactions, Drug Interactions, and Clinical Pharmacology. Second, term lists (up to five
words each) are generated, with punctuation and short words like prepositions and articles removed. Third, to eliminate artifactual terms and enhance relevance, terms are identified that are part of two controlled vocabularies: Medical Subject Headings (MeSH, http://www.ncbi.nlm.nih.gov/mesh) and the low-level Medical Dictionary for Regulatory Activities (MedDRA, http://www.meddra.org). Last, term weights are assigned based on information richness (e.g., “generalized seizures” > “seizures”). Word frequencies from the Google Web 1T 5-gram Corpus (http://www.ldc.upenn.edu/Catalog/index.jsp, catalog number LDC2006T13) were used to compute term weights, with rare terms producing higher scores than common ones. For example, “seizures” produced a log odds weighting of 4.74, but the more specific term “generalized seizures” yielded 6.89. The final output for each drug is a vector composed of 6,591 term weights (the weight of the term if present and zero otherwise). From the PPI for carbamazepine, the Indication Section includes: “patients with the following seizure types: partial seizures with complex symptomatology (psychomotor, temporal lobe).” The unfiltered bigrams include both sensible ones such as “partial seizures” and useless ones such as “patients with” with the filtering process eliminating the latter. For carbamazepine, the two most heavily weighted terms were “failure liver” (8.83) and “syncope and collapse” (8.62). The term “partial seizures” scored 6.37, with many related terms (e.g., “grand mal”) scoring similarly.

\[
PPI_{\text{Similarity}}(A, B) = \frac{\sum_{i=1}^{n} A_i * B_i}{\sqrt{\sum_{i=1}^{n} A_i^2} * \sqrt{\sum_{i=1}^{n} B_i^2}}
\]  
(1)

Comparison of a pair of drug PPI vectors is quantified using the cosine similarity metric (Eq. 1). The metric has a range of 0–1, but its units are both arbitrary and counterintuitive. To employ such values in our data fusion framework, the raw similarity scores were normalized to p-values by generating a distribution of PPI similarity scores for unrelated molecule pairs. The unrelated pairs were identified based on having low 2D and low 3D similarity, quantified as described below with pairwise p-value comparisons ≥ 0.5 (we have previously shown that structurally unrelated drug pairs very infrequently share targets). So, given a PPI similarity score \( S \) between a drug pair, the p-value is simply the proportion of occurrences of \( S \) or greater in the background set. For example, the raw PPI similarity between carbamazepine and levetiracetam was 0.286 (see Figure 1), and this corresponded to a p-value of 0.044. The most heavily weighted terms in the comparison included the following: pancytopenia (6.6), cytochrome p450 (6.6), grand mal (6.5), antiepileptic drugs (6.5), and partial seizures (6.4).

2.3. Target Prediction using Patient Package Insert Similarity

We have previously reported a framework for data fusion which allows for the integration of similarity scores into a single value. Briefly, given a molecule \( A \) and a set a molecules with a shared biological effect, \( B_n \), the similarity between molecule \( A \) and each molecule \( B_i \) is computed. The similarity scores are normalized to p-values as detailed above by assessing score magnitude against score from a random background set. The multinomial distribution is then used to compute the likelihood, \( M \), of observing the set of p-values and of the converse probabilities, \( M^* \). The log-odds score \( L \) is then computed by taking the log of the ratio of \( M \)
and $M^*$ and inverting the sign. A detailed discussion of the computation and corresponding 2D and 3D similarity example can be found in the original publication. An attractive feature of our methodology is that it is able to integrate the results of different similarity computations into a single value. For example, the log-odds calculation for tolazamide interacting with PPARγ-RXR yields single-modality values of 11.35 for PPI, 7.57 for 3D, and 5.49 for 2D. Combining the similarity methods gives a stronger prediction compared to using any single method alone with $3D+2D+PPI$ log-odds = 23.43.

### 2.4. Similarity and p-value Computation with Surflex-Sim

The Surflex-Sim 3D molecular similarity method and its use for virtual screening and off-target prediction has been extensively described in multiple publications. Briefly, given two molecules in specific poses, a value from 0 to 1 is computed that reflects the degree to which their molecular surfaces are congruent with respect to both shape and polarity. The function is based on the differences in distances from observer points surrounding the molecules to the closest points on their surfaces, including both the closest hydrophobic surface points and the closest polar surface points. So, two molecules that may have very different underlying chemical scaffolds may exhibit nearly identical surfaces to the observer points. These points are analogous to a protein binding pocket, which also “observes” ligands from the outside. Additional details regarding the theory and underlying algorithmic details can be found in the previously published work. In order to produce a log-odds value for a molecule against a list of molecules with a shared annotation, 3D similarity values must be computed against each annotated molecule, and these values must then be transformed into probabilities. Given the particulars of the conformational sampling density, 3D similarity optimization thoroughness, and empirical conversion of raw scores to p-values, the overall process required many hours for each comparison of one molecule to a typical set of annotated molecules.

In the current work, two improvements were made to support large-scale application of the methods. First, a new mode of pose optimization was developed in which diverse conformations of molecules are pre-generated prior to molecular comparison. Using this new mode, the optimal pose for one molecule onto a specific pose of another can be done quickly enough to process roughly 2 million drug-like molecules per day on a single computing core (compared with roughly 10,000 previously). Second, rather than using explicit computation of 1000 background similarity values for each molecule (as previously), we made use of the observation that these distributions were essentially always normally distributed. Given a molecule pair, only the particular mean and standard deviation for each need be estimated in order to derive a p-value rather than making use of the full empirical computation. Estimation of the distributional parameters was accomplished using simple linear regression models that made use of “molecular imprints” for each molecule. A molecular imprint is a vector of similarity values for a particular molecule against a fixed basis set of molecules (one pose each). Such vectors have precedent in predicting many molecular properties, and the conformational pre-search procedure was augmented to produce standard molecular imprints. So, given two pre-searched molecules, their mutual maximal 3D similarity can be rapidly calculated, and the p-value conversion is immediately derived from the estimated distributional parameters.
for each molecule. Taken together, the two improvements allow for typical 3D log-odds computations to be made in a few minutes for a given molecule against a target characterized by twenty known ligands. To test the accuracy of the faster method, we recomputed the $p$-values and log-odds values from our previous work. An all-by-all similarity of the 358 drugs from the original study yielded a Pearson’s correlation of 0.947 and Kendall’s tau of 0.814, both highly statistically significant. The full log-odds computation of 358 drugs against 44 targets yielded a Pearson’s correlation of 0.955 and Kendall’s Tau of 0.761 (again highly statistically significant).

For 2D molecular similarity computations, which make purely topological comparisons between molecules, we employed the previously described GSIM-2D method.\textsuperscript{1,2} This method is sufficiently efficient that empirical conversion of raw scores into $p$-values is possible, as we have previously described.\textsuperscript{1} For this method to yield high similarity, two molecules must be roughly the same size and contain similar subgraph compositions, especially for those subgraphs rooted at heteroatoms.

3. Results and Discussion

3.1. Relationship between Structural Novelty and Clinical Effects

Previously, we quantified the effect of me-too drugs by showing that drug pairs with high 2D and high 3D similarity had four times more likelihood of having identical primary and secondary targets than drug pairs where one was structurally novel.\textsuperscript{1} Here, this analysis has been extended to clinical effects by making use of the lexical similarity of package inserts. Both to establish the relevance of the PPI similarity metric and to quantify the degree to which structural novelty is related to changes in clinical effects, we computed the pairwise 2D, 3D, and PPI similarity of all 602 drugs. The drug pairs were separated into four categories based on chemical structural similarity: high 2D and 3D similarity, low 2D but high 3D, high 2D but low 3D, and low 2D and 3D. High similarity included pairs with $p$-values $\leq 0.01$ and low similarity were those with $p$-values $\geq 0.5$.

Figure 2A shows the histogram of the PPI $p$-value distributions for each of the four structural categories. It is clear that the “me-too” drug distribution (red line, drug pairs with high 2D and high 3D similarity) is different than the others. Toward the left side of the plot, where clinical effects similarity was high (PPI $p$-values $\leq 0.05$), a large fraction of the me-too drug pairs had highly similar clinical effects. Structurally novel drug pairs (high 3D but low 2D similarity, green line) exhibited a significantly smaller fraction with highly concordant clinical effects but still showed some relationship between structural similarity and therapeutic profile. The high 2D and low 3D pairs had little signal (blue), and only a very small portion of structurally dissimilar drug pairs (low 2D and low 3D, magenta) shared clinically similar effects. Clearly, drug pairs with very high structural similarity (both by 2D and 3D methods) were much more likely to have closely shared clinical effects than molecule pairs of any other category, even those sharing high 3D similarity but low 2D similarity. The converse observations paralleled these observations. Figure 2B shows the corresponding histograms of 3D and 2D $p$-value distributions where molecule pair segregation was made based on clinical effect similarity. The 2D and 3D similarity $p$-value distributions for drug pairs with high PPI
similarity (red and green lines) showed stronger enrichment for low p-values associated with high 3D structural similarity. As expected, drug pairs that had low PPI similarity (blue and brown lines) also had low 3D and 2D structural similarity.

Figure 7. Relationship between structural similarity and clinical effects similarity. Quantifying the effect of me-too drugs based on PPI similarity. Panel A shows the PPI p-value distribution of drug pairs that were segregated based on 2D and 3D p-values into the four bins shown above (number of pairs per quadrant are shown in parentheses). Drug pairs with high 2D and high 3D have a higher likelihood of having significant phenotypic effects than molecules with low 2D but high 3D. Panel B shows the 3D p-values distribution of drug pairs that were segregated based on high and low PPI p-values. len(high_ppi): 3968 len(low_ppi): 88539

3.2. Internal SPDB Validation: Off Target Effects

An attractive aspect of the log-odds framework is that it allows us to combine different types of similarity computations into a single value. For each of the 602 drugs in our dataset, we computed the 2D, 3D, PPI, and combination log-odds scores of interacting with each of the 91 targets that had at least 5 drugs as ligands in the SPDB. In each case, any self/self comparisons were omitted from the calculations, making this exercise a leave-one-out cross-validation of the log-odds predictive methodology. The three methods were used independently and in combination to predict the log-odds of known primary and secondary target interactions. As we observed in our previous study, primary target predictions were dominated by the presence of me-too drugs, limiting the differences between any methods (data not shown). However, for prediction of secondary targets, i.e. those that mediate side-effects, significant differences appeared. Table 1 summarizes the true-positive rates observed for difference log-odds computations for secondary target prediction at different score thresholds.

<table>
<thead>
<tr>
<th>Log-Odds</th>
<th>3D</th>
<th>2D</th>
<th>PPI</th>
<th>3D+2D</th>
<th>3D+PPI</th>
<th>2D+PPI</th>
<th>3D+2D+PPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>97</td>
<td>90</td>
<td>96</td>
<td>95</td>
<td>98</td>
<td>97</td>
<td>97</td>
</tr>
<tr>
<td>10</td>
<td>43</td>
<td>7</td>
<td>14</td>
<td>55</td>
<td>61</td>
<td>33</td>
<td>64</td>
</tr>
<tr>
<td>20</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>23</td>
<td>26</td>
<td>1</td>
<td>38</td>
</tr>
</tbody>
</table>
For all single methods and combinations of methods, the information present in the annotated drugs yielded positive information, evidenced by high true-positive rates at a log-odds threshold of 0. However, substantial differences among the methods appeared as higher log-odds thresholds were considered. At a threshold of 10, the 3D similarity approach showed a much higher retrieval rate than either of the other two single-mode methods. All combinations of methods showed synergy, with the most effective retrieval occurring with a combination of all three similarity methods to produce a single log-odds score. Roughly 60% of the true secondary target annotations could be recovered using the log-odds score from 3D+2D+PPI similarity computations. Note, however, that true positive rates without the context of false positive rates can be very misleading. The issue of estimating false positive rates is not straightforward though. In our SPDB, a missing annotation between a drug and a target does not mean that the interaction does not occur. Authentic interactions within our 602 drug/91 target set may have been published after our curation or have yet to be biochemically characterized. Nonetheless, we expect that the large majority of unannotated interactions, in fact, represent true negative data. So, as a surrogate for a measurement of false positive rates for our similarity methods, we determined the number of drug/target predictions for interactions that were unannotated. At log-odds thresholds of 5, 10, and 20, predictions for non-existent SPDB annotations for both 3D similarity alone and 3D+2D+PPI were 3%, 1%, and 0.2%. These are upper limits of false positive predictions. As will be described below, the false positive rate was actually lower since many of the new predictions were validated as true by incorporating annotations from the ChEMBL database.

3.3. Prediction of New Drug-Target Pairs within ChEMBL

As discussed above, a missing annotation within the SPDB between a drug and a target does not necessarily mean that the interaction does not occur. For example, the drugs orphenadrine and mesoridazine showed high 3D log-odds against the muscarinic receptor but the interactions had been unannotated in the SPDB. Careful inspection of the literature revealed that the drugs were known to antagonize muscarinic receptors. Therefore, drug target annotations that are known but missing from our SPDB can serve as a blind set to test our methodology. To supplement annotations within the SPDB with a blind set for methodological testing, we searched ChEMBL and found 380 biochemically characterized drug/target interactions not present in the SPDB. We then investigated how well the methodology could identify the new ChEMBL annotations based only upon information within in the SPDB as the basis to compute the log-odds.

Table 2 shows the proportions correctly predicted at various log-odds using different methods and combinations. In general, the trends observed for the SPDB leave-one-out experiments were borne out. Among individual methods, 3D similarity strongly outperformed 2D- or PPI-
based similarity, with the latter two having similar performance. However, the combination of
the three methods, overall, yielded better performance than 3D alone. At log-odds thresholds
of 10 and 20, using the full combination of methods, the percentage of recovered annotations
within the SPDB test set was 22% and 4%, respectively. This compared with 16% and 2%
using 3D similarity alone, and 3% and 0% using either 2D or PPI similarity alone. The enrich-
ment ratios for the combination approach, using the upper-bound false positive rates discussed
above, corresponded to 22-fold and 40-fold, respectively, at log-odds thresholds of 10 and 20.

Figure 3 shows a typical example of a drug/target interaction not annotated in the
SPDB where the combination similarity approach confidently identified a pharmacolog-
ically relevant target. Sibutramine is an anorexic annotated in the SPDB as a ligand
of the serotonin and norepinephrine reuptake transporters. However, it has been shown
that sibutramine also interacts with the dopamine reuptake transporter and that this in-
teraction contributes to the therapeutic benefit (indicated in the Meridia package insert,
and 11 other dopamine reuptake transporter inhibitors (two are shown in Figure 3),
the log-odds were 2.3, 4.2, and 6.9 using 2D, 3D, and PPI, respectively. These predictions
were strengthened by combining all three methods, with corresponding log-odds of 9.4. The
pairwise PPI similarities between sibutramine and bupropion and nefazodone are highly signif-
ificant as are the individual 3D similarities. Clinical effects can be sufficient to infer off-targets,
but combining similarity methods generally adds confidence to predictions.

Note, however, that the numerical performance on the ChEMBL set was lower than for the SPDB set in terms of pure true positive recovery rates (see Tables 1 and 2). This stemmed from an increase in structural diversity for molecules within ChEMBL compared to those molecules within the SPDB for the target identified by the ChEMBL annotation. To quantify structural novelty, we performed a nearest-neighbor analysis. For each drug within ChEMBL, the most similar 2D representative from the SPDB was identified (based on p-value) from within the collection of drugs having the same target annotation. An analogous leave-one-out computation was performed for each drug target annotation within the SPDB. Figure 4 shows a histogram of the distributions of p-values for the ChEMBL (red line) and SPDB (green line) sets. Within the SPDB set, there were substantially more cases with extremely low p-values than for the ChEMBL set. The nearest structural neighbor for each ChEMBL test molecule were generally more divergent. Two examples are highlighted from the ChEMBL set where the nearest neighbor had poor 2D p-values relative to the much more significant 3D p-values which provided support for high log-odds scores.

Fluoxetine (blue box) is a selective serotonin reuptake inhibitor which mediates its therapeutic benefit through inhibition of the 5-HT reuptake transporter. The ChEMBL data indicated that fluoxetine also interacts with the muscarinic M₃ receptor. The nearest-neighbor molecule sharing this annotation was methadone (2D p-value = 0.041). Considering all of the muscarinic M₃ receptor ligands (38 total), the 2D, 3D, and PPI log-odds were 1.2, 7.7, and 3.7 respectively. Combining all of the methods gave a score of 8.2.

Apomorphine (red box) is indicated to treat Parkinson’s disease and its therapeutic benefit is thought to be primarily due to activating dopamine D₂ receptors. However, apomorphine was indicated within ChEMBL to also interact with the dopamine D₃ receptor (which is also known to play a role in the beneficial effects for other anti-Parkinsonian drugs). The nearest-neighbor drug within the D3 ligands was ropinirole (2D p-value = 0.210), which is structurally distinct in a topological sense in Figure 4. As in the previous case, when considering all 11 dopamine D₃ ligands, the 3D comparisons provide primary support for a positive log-odds

---

**Fig. 4.** A near-neighbor analysis for each of 602 drugs (SPDB in green, ChEMBL in red) based on target annotations from the SPDB.
score. The 2D, 3D, and PPI log-odds were -1.1, 7.7, and 1.2 respectively. The combination of all three comparison types yielded a score of 3.3. Here, the 3D molecular similarity information was the most reliable predictor.

4. Conclusion

In the present study, we report a means to combine chemical similarity between molecules with information derived from computing similarity based upon lexical analysis of patient package inserts (PPI). As expected based on our prior work, drugs that were highly structurally similar (both by 2D and 3D comparison) were much more likely to have significant overlap of their clinical effects compared to drugs that were structurally different (low 2D similarity but high 3D similarity). Our prior work illustrated a similar effect with respect to specifically annotated molecular targets: me-too drugs tend to have nearly identical target profiles.1 The correlation between lexical and chemical similarity also served to validate the lexical comparison methodology.

We extended a probabilistic data fusion method to include observations from both molecular and clinical effects similarity and reported performance on predicting protein targets of small molecules. This was done both by leave-one-out cross-validation on our internal database of drug-target interactions (the SPDB) as well as on a blind test on new interactions present in ChEMBL. For off-target prediction within the SPDB, 3D similarity was the most effective single information source. However, combining the methods predicted a larger proportion of secondary targets than any of the individual methods, while maintaining a similar nominal false positive rate. On the test against previously unseen ChEMBL drug-target linkages, again 3D similarity was the single most effective predictor, but gains were derived from combining the different data sources. We note that the method supports the integration of any method that produces scores relating molecules to targets (e.g. docking), and that inclusion of additional information sources is likely to produce further benefits. It is also important to understand that this framework is similar in character to virtual screening methods, in that while enrichment for compounds with the predicted effects occurs, the actual potencies of the effects are not predicted. This point is discussed at length in a prior study.16

In contemplating the problem of off-target prediction for drugs, the problem of molecular design ancestry can confuse the issue of methodological validation. For example, ligands of aminergic GPCRs offer troublesome test case, owing to the established promiscuity of such drugs among numerous targets.17 Returning to Figure 1 (bottom), we see the example of levetiracetam, an anticonvulsant believed to have a unique mechanism of action when compared with most existing anticonvulsants. The established CNS targets of the major classes of anticonvulsant drugs include the GABA_A receptor (for barbiturates such as pentobarbital) and neuronal voltage-gated sodium channels (for drugs such as carbamazepine and phenytoin). These drugs have been recently shown to modulate voltage-gated potassium channels as part of their anti-epileptic effects.18–21 Levetiracetam, having a novel scaffold, has been proposed to work through an entirely new mechanism of action due to high binding affinity to the synaptic vesicle protein SV2A (which is not a known therapeutic target of any drug).6,22,23 Our methods strongly predict that levetiracetam is a voltage-gated sodium channel modulator.
with 3D log-odds alone of 14.5 (the combination log-odds was 21.4). Levetiracetam has been shown to inhibit voltage-gated potassium currents, leading to the suggestion that this drug, like other anti-epileptics, acts at least in part through potassium channels. Considering that many antiepileptics modulate both sodium and potassium channels, our prediction supports the notion that levetiracetam shares a similar mechanism of action, perhaps in addition to the interaction with SV2A.

Identification of off-target activities of drugs is a difficult problem, particularly in cases where the drug in question has a non-obvious structural relationship with the known ligands of a given target. Our hope is that methods that make use of multiple information sources will help to identify clinically important and unexpected effects.
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1. Introduction

Traditional drug development is costly and labor-intensive, and scientists are devoted to finding an alternative way to facilitate the drug discovery process. Drug repositioning, finding new therapeutic uses for existing drugs, is one of the most efficient and efficacious approaches to speed drug discovery. With the advance in computational technology, computational drug repositioning has shown its advantage as many studies been published recently. Ye et al. [1] explored a disease-oriented strategy for evaluating the relationship between drugs and disease on the basis of their pathway profile; Napolitano et al. [2] investigated machine-learning algorithms to predict drug repositioning; Li and Lu[3] presented an approach for identifying potential new indications of an existing drug through its relation to similar drugs. Butte’s lab has reported their efforts on computational drug repurposing by exploring gene expression data [4, 5]. These studies drew on different technologies to address the problem of computational drug repositioning. However, none of them attempted to leverage data from emerging pharmacogenomics (PGx) studies in an integrated and transformable manner and explore Semantic Web technology as core implementation tool to address drug repositioning, which is our proposed aim for this study. PGx study investigates how genetic variations affect drug responses for the individual patient, consequently high volume of PGx information including relations among drugs, genes, single nucleotide polymorphisms (SNPs), etc. has been accumulated. The overarching goal of this study was to provide PGx profiles for FDA approved breast cancer drugs (BCDs) by leveraging informatics approaches and Semantic Web technologies, and ultimately to facilitate oncology-relevant biomedical and clinical studies and to support breast cancer drug repositioning.

Currently in the PGx world, different formats are being used for different data resources, which is the main obstacle to integration of PGx data to support development of relevant applications. Different formats might be preferred to represent scientific data, based on the nature of the source, the way the data are to be queried or visualized, or the type of analyses to be performed. Traditionally, investigators have relied heavily on tools such as Excel spreadsheets and relational databases to store and represent their research findings. However, these tools lack interoperability and capability to make inferences. In contrast, Semantic Web technology can manage scientific data in a more integrative and intelligent way. It is “a rigorous mechanism for defining and linking data using Web protocols in such a way that the data can be used by machines not just for display, but also for automation, integration, and reuse across various applications”[6]. Web Ontology Language (OWL), as a Semantic Web standard, can formally represent domain knowledge; it “organizes concepts or entities within classification (specialization or “is-a”) hierarchies that provide for inheritance of attributes”[7]. Reusing existing resources in an integrative manner is essential, but exploring new associations is much more challenging. A Semantic Web reasoner enables identification of new BCD PGx associations, with an ultimate goal of repositioning BCDs. Dumontier [10] has demonstrated some advantages by expressing PGX data, PharmGKB in OWL for personalized medicine purpose.
Additionally, novel PGx information may be detected from a chemical perspective. Drugs with chemical structure similar to that of cancer drugs or genes associated with drugs with similar chemical structure can be identified using cheminformatics approaches[8]. Cheminformatics, a suite of computational technologies to solve a range of chemical problems, can be used to identify and evaluate new PGx associations. More precisely, we implemented a similar-structure searching algorithm to identify drugs similar to BCDs and find potential new uses for these drugs.

The paper is organized into the following sections. First, we introduce materials being used in this study; second, in the Methods section, we introduce details about PGx OWL profiles generation for BCDs and case study; third, we illustrate our results generated from each step in the Results section, which is followed by Discussion and Conclusion.

2. Materials

2.1. PharmGKB

The PharmGKB contains genomic, phenotype and clinical information collected from PGx studies. PharmGKB provides information regarding variant annotations, drug-centered pathway, pharmacogene summaries, clinical annotations, PGx-based drug-dosing guidelines, and drug labels with PGx information[9].

In this study, we used PGx information extracted from a relationship file received from PharmGKB by May 8, 2013, to generate the PGx profile for FDA-approved BCDs. Figure 1 shows some concrete PGx related association examples from the PharmGKB relationship file. Particularly, we extracted “Entity id”, “Entity name”, and “Entity type” for this study. Other fields, such as PubMed IDs (PMIDs), will be explored and integrated in a future study to support selection of the best PGx associations with publications as evidence.

In addition to the PGx information from the PharmGKB relationship file shown in Figure 1, PharmGKB also provides pathway information, which includes associations between pathway and...
drug, pathway and gene, and pathway and disease. Overall ten associations among drugs, genes, diseases, pathways, SNPs are available from PharmGKB. Table 1 shows these associations from two PharmGKB data files. Haplotype related associations are beyond the scope of this study.

Table 1. PGx related associations available from PharmGKB

<table>
<thead>
<tr>
<th>Associations</th>
<th>Drug-Drug</th>
<th>Drug-Gene</th>
<th>Drug-Pathway</th>
<th>Drug-SNP</th>
<th>Gene-Pathway</th>
<th>Gene-Disease</th>
<th>Disease-Pathway</th>
<th>Disease-SNP</th>
<th>Gene-Disease</th>
<th>Gene-Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>PharmGKB Relationship file</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PharmGKB Pathway data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2. **FDA approved BCDs**

The National Cancer Institute (NCI) maintains cancer drugs approved by the FDA for breast cancer[11]. In this study, we did not consider drug combinations that are not approved by the FDA, even though the individual drugs are approved. Of 23 BCDs from NCI, a total of 18 BCDs have been manually mapped to the PharmGKB relationship file. The PGx profiles have been generated for these 18 BCDs, as described in the following sections. Table 2 shows the 23 BCDs from NCI vs 18 BCDs mapped to PharmGKB.

Table 2. BCDs from NCI and PharmGKB

<table>
<thead>
<tr>
<th>BCDs available from NCI</th>
<th>BCDs identified in PharmGKB relationship file</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ado-trastuzumab emtansine</strong></td>
<td>anastrozole</td>
</tr>
<tr>
<td>anastrozole</td>
<td>capcitabine</td>
</tr>
<tr>
<td>capecitabine</td>
<td>cyclophosphamide</td>
</tr>
<tr>
<td>cyclophosphamide</td>
<td>docetaxel</td>
</tr>
<tr>
<td>docetaxel</td>
<td>doxorubicin</td>
</tr>
<tr>
<td>doxorubicin hydrochloride</td>
<td>epirubicin</td>
</tr>
<tr>
<td>epirubicin hydrochloride</td>
<td>everolimus</td>
</tr>
<tr>
<td>everolimus</td>
<td>exemestane</td>
</tr>
<tr>
<td>exemestane</td>
<td>fluorouracil</td>
</tr>
<tr>
<td>fluorouracil</td>
<td>fulvestrant</td>
</tr>
<tr>
<td>fulvestrant</td>
<td>gemicitabine</td>
</tr>
<tr>
<td>gemicitabine hydrochloride</td>
<td>lapatinib</td>
</tr>
<tr>
<td>ixabepilone</td>
<td>letrozole</td>
</tr>
<tr>
<td>letrozole</td>
<td>methotrexate</td>
</tr>
<tr>
<td>megestrol acetate</td>
<td>paclitaxel</td>
</tr>
<tr>
<td>methotrexate</td>
<td>pertuzumab</td>
</tr>
<tr>
<td>paclitaxel</td>
<td>tamoxifen</td>
</tr>
<tr>
<td>paclitaxel albumin-stabilized nanoparticle formulation</td>
<td>trastuzumab</td>
</tr>
<tr>
<td>pertuzumab</td>
<td>tamoxifen citrate</td>
</tr>
<tr>
<td>tamoxifen</td>
<td>trastuzumab</td>
</tr>
<tr>
<td>toremifene</td>
<td>✓ Drugs that failed to map to PharmGKB are shown in bold.</td>
</tr>
</tbody>
</table>
2.3. Semantic Web Technologies

Emerging Semantic Web technologies provide a formal mechanism to represent domain knowledge and data and to perform semantic reasoning on top of this knowledge. Semantic Web technology supports flexible, extensible, and evolvable knowledge transfer and reuse. It has been widely used in biomedical domains to formalize and model medical and biological systems. The Resource Description Framework (RDF)[12] is a World Wide Web Consortium (W3C) standard that specifies a graph-based data model for representing Semantic Web data. Each piece of information is represented in three parts (a triple): subject, predicate, and object. The RDF representations allow efficient querying and visualization of relationships between important biomedical entities. OWL [13] is a standard ontology language for the Semantic Web. A distinguishing characteristic of RDF and ontologies compared with the conventional relational database is “their degree of connectedness, their ability to model coherent, linked relationships”[14]. Representing the associations using OWL will enable powerful data integration among heterogeneous data sets, which is a well-known challenge in the translational science study community.

3. Methods

In this study, we focused on FDA approved BCDs and generated PGx OWL profiles by leveraging PharmGKB data and semantic web technologies. The OWL profiles explicitly capture BCD concepts and relationships and enable the semantic inference for novel drug associations. The overall architecture of the proposed project is shown in Figure 2. The details about each step are described in the following sections.

3.1. Generation of Integrative Breast Cancer PGx Profiles

3.1.1. BCD PGx related association extraction

The PGx related associations shown in Table 1 were explored in this study for generation of PGx profiles. We programmatically extracted the PGx related associations from the relationship file that is tab delimited. In addition, we manually identified associations among pathways, drugs, genes and diseases for 18 BCDs from the PharmGKB pathway file that is a plain text file. Additional associations were inferred by invoking a rule-based OWL reasoner described in section 3.2.
3.1.2. **Chemical structure based similarity calculation**

To identify inferred associations for BCDs from a chemical perspective, two steps were involved: retrieval of chemical representations (by the simplified molecular-input line-entry system [SMILES] [15] or the IUPAC International Chemical Identifier InChI [16]) and structural similarity calculation. Except for the drugs with SMILES annotated by PharmGKB, we first converted active ingredient names to chemical representations through publically accessible services, such as the PubChem Entrez web service [17] and the NCI Chemical Identifier Resolver [18]. We then translated such chemical representations to chemical fingerprints and compared chemical structure similarity between BCDs and drugs from the PharmGKB by calculating the Tanimoto coefficient [19]. A cheminformatics toolkit, the Chemical Development Kit [20], has been explored to automate these two steps. Finally, PharmGKB drugs with similarity scores higher than 0.7 compared with BCDs were marked as structurally similar BCDs. Thus, more PGx related associations were transformable to BCDs via similar PharmGKB drugs. Appropriate properties for describing the similar structural relationships have been defined and used for inference in PGx OWL profiles for BCDs.

3.2. **BCD PGx OWL profile construction and semantic inference**

We captured and integrated PGx related associations for BCDs as PGx profiles. These integrated PGx profiles can then serve as a knowledge base to further infer new drug targets or associations. We established an OWL ontology-based approach for this purpose. More specifically, we developed an OWL ontology that captures 1) comprehensive BCDs’ PGx profiles and 2) rules to infer drug targets or other associations based on the profiles. We used the Protégé system[21] for OWL ontology development.

3.2.1. **Meta-ontology model definition**

We first defined a meta-ontology model to describe base classes and relationships for the BCD profiles. Base classes include “Drug,” “Gene,” “Disease,” “SNP,” and “Pathway.” Specific subclasses of these base classes, such as “Breast Cancer Drug” or “Breast Cancer Drug Associated SNP,” can also be defined. Relationships between these classes, such as “associatedwithDrug,” “associatedwithDisease,” “associatedwithSNP,” and “associatedwithPathway,” have also been defined as object properties with appropriate domains and ranges.

3.2.2. **PGx profile representation**

Specific BCDs, SNPs, genes, and pathways were represented as OWL individuals with appropriate types. For example, line 1 in Figure 3 defines Tamoxifen as an instance of the Drug class. Lines 2-5 further represent additional PGx profile information about the Drug Tamoxifen. Similarly, information about particular genes, SNPs, diseases, and pathways can also be stored using RDF
triples. For example, lines 8-10 and 13-14 represent a partial profile of SNP rs2234693 and the drug clomifene, respectively.

3.2.3. Identifying new indications for BCDs via semantic inference

New indication candidates identification for BCDs is built on the basis of PGx related associations and predefined axioms. We used Description Logic (DL)[22] to define axioms shown in Figure 4. For instance, we defined that a disease \(d_i\) may associate with a drug \(d_r\) if \(d_i\) is either directly associated with \(d_r\) or associated with any gene, pathway, or SNP that is associated with \(d_r\). For example, we can find tamoxifen-associated diseases using the first axiom listed in Figure 4. Similarly, we can define a tamoxifen-associated SNP, gene, and pathway using OWL DL. Another way to find tamoxifen-associated disease is to search on the basis of its chemical structure. Our method is based on the fact that drugs with the similar structure (isStructuralSimilarTo) are very likely to share the same biological properties, which would likely lead to the same disease profile. The second axiom in Figure 4 defines this feature.

![Fig. 4. Rule representation for PGx OWL profiles](image)

4. Case Study

Using the above semantic definitions, we can infer more information about a particular BCD. We chose tamoxifen, as a use case testbed. "Tamoxifen treats advanced breast cancer in men and women, and early breast cancer in women. And it may prevent breast cancer in women who are at a high risk because of age, family history, or other factors"[23]. We did not invite domain experts to evaluate our inference results for this study, hence, we attempted to validate the performance and usability of PGx OWL profiles by detecting existing hints from the literature as evidence.

Tamoxifen is associated with the BRCA1 gene (a TamoxifenGene, in Figure 3) and BRCA1 is associated with the disease "Ovarian Neoplasms". The reasoner can infer ovarian cancer might be associated with tamoxifen via the first axiom listed in

![Fig. 5. Structural comparison between tamoxifen and clomiphene](image)
Figure 4. That is to say, tamoxifen can not only treat breast cancer, but also may be used to treat ovarian cancer. Several publications and clinical trials have reported this use of tamoxifen.[24, 25]

"Clomifene treats ovulation problems in women who want to become pregnant"[26]. There are no explicit hints to tie together an ovulation drug and a BCD. However, PGx OWL profiles identified a possible linkage between these two agents. As shown in Figure 5, clomifene and tamoxifen are structurally similar with a similarity score 0.75, which is higher than the threshold 0.7 that we setup. Then the reasoner can infer that tamoxifen may be associated with diseases associated with clomifene (e.g., Polycystic_Ovary_Syndrome) via the second axiom shown in Figure 4. In 2011, Dhaliwal et al [27] reported that tamoxifen can be prescribed as an alternative to clomifene in women with polycystic ovary syndrome.

In addition to repositioning tamoxifen with other therapeutic uses, we also can identify potential adverse effects by running our PGx OWL profiles based reasoner. From our OWL profiles, as shown in Figure 3, we identified that tamoxifen is associated with the ESR1 gene as a "TamoxifenGene." Since the SNP rs2234693 is associated with ESR1 (a "TamoxifenGene"), rs2234693 is classified as a "TamoxifenSNP" by the reasoner. Furthermore, since rs2234693 is "associatedwithDisease" Rheumatoid Arthritis, then rheumatoid arthritis is identified as a disease that might be associated with tamoxifen by the reasoner. In the real world, as of June 24, 2013, a total of 7,947 people have been reported to have adverse effects when taking tamoxifen citrate. Among them, 35 people (0.44%) have rheumatoid arthritis. [28]

5. Results

We generated and presented PGx profiles for 18 breast cancer drugs from NCI by exploring PGx information from PharmGKB. To enable semantic reasoning and to identify more novel PGx associations for BCDs, we created OWL ontology to capture and represent the concepts and relations from PGx profiles.

5.1. BCD PGx profile generation

We identified 955 associations for 18 BCDs from the PharmGKB relationship file, which include associations among drugs, genes, and SNPs. We manually identified 287 associations for 18 BCDs from the PharmGKB pathway file, which include associations among pathways, drugs, genes, and diseases.

5.2. Chemical structural similarity calculation

To integrate structural similarity, we calculated drug pairs between BCDs and drugs from the PharmGKB. Of 679 unique PharmGKB drugs (including drug classes) extracted from the PharmGKB relationship file, 339 are without SMILES. We invoked NCI chemical resolver to generate SMILES for
these 339 drugs by given drug names, 193 have retrieved SMILES. For the rest of 146 drugs and drug classes without SMILES, we ran PubChem entrez web service to generate SMILES and 37 drugs assigned with SMILES. In total 78 drug classes and 31 drugs were excluded from similarity calculation because no SMILES were generated. For pathway file, we have identified another 71 unique drugs. Among these drugs, there are 65 drugs assigned SMILES via PubChem Entrez web service. Total 5 drugs and 26 drug classes without SMILES were excluded for similarity calculation.

5.3. **PGx OWL profile generation**

BCDs relevant PGx profiles were converted to OWL representation, the drugs, genes, diseases, SNPs from the PharmGKB relationship file and pathway file were also imported into the OWL ontology for inference purpose. A snapshot of the PGx OWL ontology is shown in Figure 6. This ontology includes 294 diseases, 750 drugs including 18 breast cancer drugs, 4277 genes including 215 breast cancer associated genes, 1,426 pathways including 15 breast cancer drugs involved pathways, and 1744 SNPs including 346 breast cancer associated SNPs. It also includes the similarity scores of 10,159 pairs of drugs.

![Fig. 6. PGx OWL ontology snapshot](image)

6. **Discussion and Conclusion**

This report presents our preliminary work focusing on computational drug repositioning application development leveraging PGx information integration and Semantic Web technology exploration for
FDA approved BCDs. We have successfully demonstrated the utility of this application to reposition existing BCDs with new uses, and detect potential adverse effects. Our work illustrates that PGx data provides sufficient information to support drug repositioning and, furthermore, that Semantic Web technology provides technical support for formal representation and semantic inference of data.

This is our first attempt to use a PGx resource and Semantic Web technology to address drug repositioning in a computational way. With the promising results of this study, we will expand this investigation in several directions: 1) In the current study, we explored only PharmGKB as a PGx resource, which is not enough to identify more novel associations for BCDs. We will integrate additional PGx-related resources, such as an FDA biomarkers table, the DrugBank database, the Comparative Toxicogenomics Database, and the Kyoto Encyclopedia of Genes and Genomes. 2) Once more PGx resources are integrated, one drug might be inferred to multiple PGx associations. Then we will propose to define some “gold standards” for prioritizing the relevance of these associations to particular drugs. The standards might be built on the number of co-occurrences of the PGx associations, as supported by publications, etc. 3) We worked only on BCDs in this study. In future studies, we will extend our effort to other cancer drug categories or other categories of drugs, such as antidepressants, using the same strategy that we applied in this study.
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Introduction

Pleiotropy, the phenomenon in which one gene influences more than one phenotype, was first defined over 100 years ago by Ludwig Plate.\(^1\) Since that time our understanding of pleiotropy has changed and expanded to incorporate knowledge of molecular genetics. With this increase in knowledge has come an increase in an appreciation for the importance of pleiotropy in human health and evolutionary dynamics, but also a corresponding increase in confusion about how pleiotropy should be measured, and how the context in which pleiotropy is measured affects its interpretation. The purpose of this session is to offer a general view of pleiotropy and of the different approaches used to study this phenomenon. During the session, we will be examining a series of questions that are currently being discussed in the literature:

- Which genetic elements can be defined as pleiotropic?
- How are phenotypes defined and counted?
- How prevalent is pleiotropy? Does every gene affect every phenotype, or is pleiotropy more limited?
- How does pleiotropy influence, and how is it influenced by, evolution?
- How does an understanding of pleiotropy improve our understanding of human health?

Defining Genetic Elements

Pleiotropy requires defining a genetic element that affects multiple phenotypes. But which genetic element is appropriate? A gene, a chromosomal segment with high linkage disequilibrium, a mutation? Plate’s original definition of pleiotropy came long before the discovery of
DNA, and referred to a “unit of inheritance”. A unit of inheritance may refer to a single nucleotide polymorphism (SNP), or a gene, or a large segment of the genome containing multiple genes. Individual mutations may affect a single gene, or multiple genes. In this session, the problem is addressed in a variety of ways. Darabos et al. use SNPs and genes, while Philip et al. use expression quantitative trait loci (eQTL) as genetic elements. The choices made in different experiments clearly have implications for the interpretation of pleiotropy, although the implications of these choices is still being debated.

**Defining Phenotypes**

The concept of counting phenotypes is perhaps an even more difficult issue than identifying genetic elements. As Wagner and Zhang point out, a biologist may see two traits, femur length and tail length, where a mathematician familiar with rotation of coordinate systems my see only one: FeTail. Further disagreements may arise as to whether two correlated traits such as femur length and femur width are one trait or two. Finally, there is discussion about whether the relationship between traits represents yet another phenotype that can be affected by genetic manipulation. Relationship QTL, or rQTL, which change the relationships between phenotypes have been identified in mice, and are likely present in other organisms as well.

To reduce the number of subjective choices, some studies, such as Philip et al. in this session, use mRNA expression levels as phenotypes. mRNA expression is relatively easy to measure comprehensively and at scale. However, problems such as high-dimensional data with relatively few samples and correlation between phenotypes arise in these studies. One class of methods used to address these problems is dimensionality reduction, and in this session Philip et al. discuss one such dimensionality reduction approach.

Measurement of physiological traits in humans is addressed by Hall et al. This paper examines the concept of standardized, high-throughput phenotyping in a range of medically relevant areas from physiological measurements available in electronic medical records to environmental exposures.

**The Prevalence of Pleiotropy**

In addition to specific relationships between individual genes and phenotypes, many studies of pleiotropy are concerned with quantifying pleiotropy itself. Ronald Fisher promoted the idea of “universal pleiotropy” in which every gene affects every phenotype to some extent either directly or indirectly. This idea was implicit in his geometric model of adaptation. However, since the 1930’s molecular genetics experiments have revealed a more modular model of pleiotropy. In modular pleiotropy, gene actions are limited to a specific set of processes or phenotypes and are relatively independent from other phenotypes.

Modular pleiotropy is supported in the literature. Wagner and Zhang review the results from experiments in yeast, nematode and mouse, using a variety of methods of counting genetic elements and phenotypes. In each of these experiments, the vast majority of genetic elements affect very few phenotypes, while only a few elements affect a large number of phenotypes. These distributions are surprisingly consistent across the different experiments. This limited scope of the majority of genes supports the hypothesis that gene action is relatively limited to
phenotypes modules. The paper by Darabos et al. presented in this session shows additional evidence in support of a modular view of pleiotropy.

**Pleiotropy in an Evolutionary Context**

Whether pleiotropy is universal or modular has an impact on how pleiotropic genes are influenced by selection. Complex organisms have vastly more cell types than prokaryotes, but only about four-fold more genes.\(^\text{10}\) The necessary increase in pleiotropy per gene that this statistic suggests could limit the evolvability in complex organisms due to potentially wide-spread effects of single mutations. Des Marais and Rausher\(^\text{11}\) have proposed that gene duplication may provide an escape from these evolvability limitations, as each gene copy can take over a subset of the original gene’s functions. Other studies have addressed molecular mechanisms by which genes evolve to be more pleiotropic. This process may preferentially recruit genes to new biological processes rather than adding new biological functions.\(^\text{3}\) For example, new processes might include changes in tissue expression, subcellular localization, interacting partners and context-sensitive transcription.

In this session, the relationship between pleiotropy and evolution will be addressed by the keynote speaker, James Cheverud in his talk titled “Genetic Variation and Evolution of Pleiotropy.”

**Pleiotropy and Human Health**

The importance of pleiotropy in human health is undeniable. Pleiotropy coupled with dynamic networks that exist between the genetic architecture, signaling pathways, intermediate phenotypes, and outcome traits can be an important part of health and disease and may become important for network-based medicine.\(^\text{12}\) Phenomics, phenome scans, and phenome-wide association studies may provide a high-throughput way for exploring both pleiotropy and the diseasome.\(^\text{13–19}\) Identifying genetic variation that confers both protection for some traits/outcomes but risk for others may both highlight important genetic regions, and also show important features of larger biological networks. Knowing which genes influence which phenotypes may aid in drug repurposing for genetically related diseases, as well as predicting off-target effects of targeted therapies. All papers in this session address human health either directly or indirectly. Philip et al. investigate QTL that interact to affect kidney health in a mouse model of kidney disease. Darabos et al. explore the relationships between SNPs, genes and pathways, and phenotypes to show novel molecular relationships between human diseases. And finally Hall et al. discuss methods of standardized, high-throughput phenotype measurement in patients with type 2 diabetes (T2D).

**Session Contributions**

The keynote lecture for this session will be given by James Cheverud who has worked extensively on pleiotropy and the evolution of pleiotropy in mammals. He will speak on the “Genetic Variation and Evolution of Pleiotropy.”

Philip et al. investigate epistasis and pleiotropy at the transcript level in an F2 mouse cross designed to examine kidney function. This paper presents a method called the Com-
Combined Analysis of Pleiotropy and Epistasis (CAPE) which combines information across multiple phenotypes to infer directional interactions between genetic variants. This method has previously been used to examine pleiotropy related to physiological traits and now focuses on pleiotropy at the level of transcription. The authors found loci on eight chromosomes that interact to influence three expression modules. This method was further able to distinguish between which markers are truly pleiotropic and affect more than one module, and which are indirectly pleiotropic, affecting multiple modules through interactions with other genetic loci. This paper directly addresses several open issues in pleiotropy research including dimension reduction for high-dimensional phenotype spaces and distinguishing direct pleiotropy from indirect pleiotropy.

Darabos et al. also combine analysis of epistasis and pleiotropy. This paper constructs a bipartite network of genetic elements and phenotypes reported in GWAS data and other public repositories in a method similar to that used to construct the human diseasome. However, unlike the diseasome, the network constructed by Darabos et al. includes non-disease phenotypes, such as hair color, as well as risk-associated SNPs that fall outside of coding regions. The authors constructed networks at three different levels of resolution: SNPs, genes, and pathways. These networks show that most genes have limited pleiotropic effects, supporting a model of modular pleiotropy. The pathway-base network also proves to be particularly informative and shows well established links between glaucoma and blood pressure, as well as glaucoma and type 2 diabetes. The network also shows a novel relationship between glaucoma and Alzheimer’s disease, a connection that has only recently begun to be investigated. This paper shows the powerful predictions in human health that can be made by taking into account both epistasis and pleiotropy.

Hall et al. conduct and environment-wide association study (EWAS) to investigate contributions of environmental exposures and lifestyle choices to type 2 diabetes (T2D) in a high-throughput manner. The study employs a combination of resources, including electronic medical health records, the PhenX toolkit for standardized exposure measurement, and the Diet History Questionnaire. The authors find that moderate alcohol use is associated with decreased risk of T2D, and that low amounts of activity during leisure time, as well as smoking are positively associated with T2D. These relationships replicated in two independent populations and are supported by previous literature. This paper demonstrates the importance and practicality of standardized, high-throughput measurements of human phenotypes and environmental exposures, a field that is critical to further study of pleiotropy in humans.
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With the rapid increase in the quality and quantity of data generated by modern high-throughput sequencing techniques, there has been a need for innovative methods able to convert this tremendous amount of data into more accessible forms. Networks have been a cornerstone of this movement, as they are an intuitive way of representing interaction data, yet they offer a full set of sophisticated statistical tools to analyze the phenomena they model. We propose a novel approach to reveal and analyze pleiotropic and epistatic effects at the genome-wide scale using a bipartite network composed of human diseases, phenotypic traits, and several types of predictive elements (i.e. SNPs, genes, or pathways). We take advantage of publicly available GWAS data, gene and pathway databases, and more to construct networks different levels of granularity, from common genetic variants to entire biological pathways. We use the connections between the layers of the network to approximate the pleiotropy and epistasis effects taking place between the traits and the predictive elements. The global graph-theory based quantitative methods reveal that the levels of pleiotropy and epistasis are comparable for all types of predictive element. The results of the magnified “glaucoma” region of the network demonstrate the existence of well documented interactions, supported by overlapping genes and biological pathway, and more obscure associations. As the amount and complexity of genetic data increases, bipartite, and more generally multipartite networks that combine human diseases and other physical attributes with layers of genetic information, have the potential to become ubiquitous tools in the study of complex genetic and phenotypic interactions.
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1. Introduction

Genetic diseases and propensities have been at the center of the biomedical world for decades. From simple Mendelian diseases that obey the one-gene-one-phenotype paradigm, to complex genetic disorders, geneticists are working on developing novel methods to diagnose, treat, cure, and even prevent these diseases. At the center of prevention lie the information and education of patients on their personal genetic risk landscape. Because of the sheer number and complexity of genetic interactions within any given organism, and with its environment, genetic disorders and traits cannot be studied in isolation of one another or of external factors. The cascading effects of genomic mutations can extend to entire organisms, and having a global understanding of the ramifications of these mutations, including all the affected phenotypes and diseases, is becoming crucial. Two phenomena flawlessly illustrate the underlying complexity of genetic variations: pleiotropy, when a single mutation affects several traits, and epistasis, when multiple mutations in distant parts of the genome have synergetic, usually non-linear, effects on a single phenotype. From a system’s biology perspective, the preferred visualization methods for these interactions are networks of human diseases and traits. Networks offer an intuitive representation of phenotypic and genotypic interactions, while at the same time...
allowing sophisticated quantitative statistical analysis of their intrinsic properties.

Although the concepts of epistasis and pleiotropy are over a 100 years old, they are widely under-appreciated due to their perceived rarity. State-of-the-art genome-wide association studies (GWAS) most often look for individual genes with large impacts on a single phenotype. The impact of genetic mutation cannot be studied in isolation, even if the attempt is to bridge the gap between a single gene and a single phenotype. Predictive elements, such as single nucleotides (SNPs), loci, genes, or entire biological pathways interact at all levels of granularity. The pervasiveness and strength of biomolecular interactions require a step back from reductionist biology and an acknowledgement of the importance of biological networks and pathways.

In this work, we propose to go beyond the gene as a unit of mutation, and use SNPs as a smaller unit, and biological pathways as a larger unit. We take a bird’s eye view of the effect of genetic mutations on human phenotypes. It is often arduous to distinguish between certain types of pleiotropy and epistasis. The effect of a single mutation rippling though a pathway can be confused with the combined effect of distinct mutations. We therefore decide to study these phenomena in unison. We propose to use bipartite networks made of both phenotypes and predictive elements, constructed with GWAS data and other publicly available genetic databases. These networks allow us to identify the pleiotropic and epistatic interactions at the system’s level. By studying several types of human phenotype networks (HPNs) based on predictive elements of different scales, we quantify the fundamental structural differences of these networks, as well as the amount of pleiotropic and epistatic information they contain. Finally, we magnify a specific phenotypic region of the HPN: the “glaucoma” region, which groups the disease and all its first and second neighbors. We offer a close up view of pleiotropic and epistatic interactions within a specific sub-network.

2. Background

In this section, we offer a cursory overview of the concepts of pleiotropy and epistasis. Furthermore, we define the fundamental concepts of HPNs, how they are constructed, and how they differ from one another (Section 2.2);

2.1. Concepts of Pleiotropy and Epistasis

Ludwig Platt and William Bateson first introduced the concepts of pleiotropy and epistasis, respectively, to explain observed inconsistencies in Mendelian inheritance and in the *one-gene-one-phenotype* paradigms.\(^1,2\) To adapt with progress with genetics, the definition of pleiotropy has changed since it was first coined in 1910, and remains somewhat loose. A thorough history of pleiotropy in the past 100 year can be found in Stearns’ 2010 review.\(^3\) It refers to the general phenomenon in which a single gene dictates two or more seemingly unrelated phenotypic traits. In some cases, the definition is limited to a single mutation in a locus that affects multiple traits. It is however widely accepted that there is more than one type of pleiotropy. Grünberg\(^4\) in 1938 correctly distinguished between two major types he called “genuine” and “spurious” pleiotropy. Genuine pleiotropy refers to a single locus responsible for the production of two distinct gene products, whereas spurious involves a single gene product utilized in two different
ways. Furthermore, he distinguished a second form of spurious pleiotropy in which the single primary product initiates a cascade of events with different phenotypic consequences. Spurious pleiotropy can be said to perturb the biological pathways. Since then, more refined subdivisions have emerged. To help us navigate the various types of pleiotropy, Hodgking’s survey offers classifications, descriptions, and examples of seven types of pleiotropy (Table 1).

Table 1. A classification of different types of pleiotropy. Adapted from Hodgkin’s study

<table>
<thead>
<tr>
<th>Type</th>
<th>Situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artefactual</td>
<td>Adjacent but functionally unrelated genes affected by the same mutation</td>
</tr>
<tr>
<td>Secondary</td>
<td>Simple primary biochemical disorder leading to complex final phenotype</td>
</tr>
<tr>
<td>Adoptive</td>
<td>One gene product used for quite different chemical purposes in different tissues</td>
</tr>
<tr>
<td>Parsimonious</td>
<td>One gene product used for identical chemical purposes in multiple pathways</td>
</tr>
<tr>
<td>Opportunistic</td>
<td>One gene product playing a secondary role in addition to its main function</td>
</tr>
<tr>
<td>Combinatorial</td>
<td>One gene product employed in various ways, and with distinct properties, depending on its different protein partners</td>
</tr>
<tr>
<td>Unifying</td>
<td>One gene, or cluster of adjacent genes, encoding multiple chemical activities that support a common biological function</td>
</tr>
</tbody>
</table>

Actual genetic mechanisms of pleiotropy are extremely diverse. Genuine pleiotropy encapsulates pleiotropy at the mRNA-processing level, multiple or overlapping loci reading frames, alternative splicing, and multifunctional proteins, to mention only a few. Spurious pleiotropy covers single loci mutations that produce deviation in the gene product affecting other genes or regulatory elements located further down the biological pathways. Indeed, new gene products may promote or repress the expression of other genes. They may initiate alternate gene-gene and protein-protein interactions and alternate mRNA and microRNA productions, which may in turn affect seemingly unrelated phenotypes. Pleiotropic genes offer a unique insight into the complexities of biomolecular interaction networks.

In epistasis, on the other hand, the phenotypic contribution of a gene and its gene products depends on the specific genotype of a locus at a different genomic position. From the origin of the word, “standing upon”, we can derive the modern definition of epistasis, or epistatic gene effects, in which the expression of an allele at one locus masks the expression of an allele at another locus. Epistasis is therefore usually the result of multiple genetic mutations at different loci. In this age of Genome-Wide Association Studies (GWAS), epistatic studies can be conducted at the genome level, quantitatively studying the masking and combined effect of single point mutations (SNPs).

Both epistasis and pleiotropy are exceptions to the one-gene-one-phenotype Mendelian rules of genetics. They are, however, far from being rare deviations. Epistasis and pleiotropy are ubiquitous inherent properties of biological systems, and they are necessary byproducts of biomolecular networks. Most phenotypes are the result of interactions between thousands of genes, as well as between genes and their environment. Because of the widespread connectivity within networks, the effects of a single mutation or variation can spread through thousands of gene-gene interactions, resulting in multiple phenotypes, or pleiotropy. The connections through which a variant’s effects propagate define the molecular basis for epistatic interactions and how they translate into an observed phenotype. Because of their close relatedness, it is
not unreasonable to conclude that a similar set of quantitative tools can be applied to study both phenomena, sometimes simultaneously. In the present study, these tools are Bipartite Human Phenotype Networks.

2.2. Human Phenotype Network (HPN)

In recent years there has been a trend toward studying disease through network based analysis of various systems of connections between diseases. The result is the Human Disease Network (HDN). The nodes in the HDN represent human genetic disorders and the edges represent various connections between disorders, such as gene-gene or protein-protein interactions, to name only a few. The underlying connections of the HDN contribute to the understanding of the basis of disorders, which in turn leads to a better understanding of human disease.

One study by Goh, et al., explored the Human Disease Network (HDN), limiting its analysis to the genes shared by different diseases. Another study by Li et al. traced the SNPs connecting disease traits. In 2009, Silpa Suthram et al. found that when diseases were analyzed by disease-related mRNA expression data in combination with the human protein interaction network, there were significant genetic similarities between certain diseases, and some of the correlated diseases shared drug treatments, as well. This could help us target certain genes for treatment. In 2009, Barrenas et al. further studied genetic architecture of complex diseases by doing a GWAS, and found that complex disease genes are less central than the essential and monogenic disease genes in the human interactome.

GWAS identify common genetic variants, such as SNPs, found in the genotype of different individuals in association with phenotypical traits. Using GWAS data, we extend the HDN to include not only diseases, but also general phenotypes, encompassing behavioral traits and physical attributes, such as hair color, and explore large portions of non-coding variations in the human genome. We call this more complete representation the Human Phenotype Network. We rely on the catalog of published GWAS maintained by the National Human Genome Research Institute (NHGRI) at the National Institute of Health (http://www.genome.gov/gwastudies/) as a primary source of phenotypic data. It aggregates studies that report SNP(s)-to-phenotype(s) and gene(s)-to-phenotype(s) associations. The NHGR catalog used in this study, downloaded in June 2013, reports 646 phenotypes associated with 2,000+ genes and 6,000+ SNPs.

Over 90% of risk-associated SNPs (raSNPs) identified by the GWAS fall outside of coding regions, stressing the requirement for a more global assessment of phenotypic associations. In this work we explore methods of building the HPN that go beyond previously mentioned gene-centric HDN approaches. An interesting side-effect of all the methods presented below is that before obtaining a HPN, the algorithm produces a bipartite network (see Section 3), which is the property that allows us to study the pleiotropic and epistatic information in the genetic association data. The HPN is obtained by projecting the bipartite network onto the phenotype space.

The following sections present our methods for building the HPNs based on different predictive elements. We start at the smallest predictive element, the SNP, then move on to SNP clusters, to genes, and finally to complete biological pathways. These offer varying density
of the information contained with both the bipartite network and the projected HPN.

2.2.1. Genetic Variations based HPN

For each phenotype in the catalog (Fig. 1, Step 1), we define its risk-associated variome (RAV) as the complete set of its associated raSNPs (Step 2). To address the low genomic coverage provided by GWAS, we associate each raSNP with all SNPs found in linkage disequilibrium (ldSNPs) using the HapMap project data\(^{15}\) (Step 3). SNPs in linkage disequilibrium form clusters of variants that statistically tend to appear in the same patient.\(^{16}\) The HapMap project aims at building a repository of describing the common patterns found in human genetic variations (http://hapmap.ncbi.nlm.nih.gov/). The resulting imputed variome (iRAV) will allow us to establish connections between diseases/traits that share blocks, i.e. that have overlapping iRAVs (Step 4).

**iRAV-based HPN.** In a previous study, we presented a model of iRAV-based HPN which included the phenotype-to-raSNPs association from GWAS, and added the HapMap project data to build clusters of variants for each phenotype (iRAVs).\(^{13}\) Phenotypes in the iRAV-HPN are linked when they share overlapping iRAVs. The algorithm (in Figure 1) produces a bipartite network of phenotypes and iRAVs.

![Figure 1](image.png)

**Fig. 1.** Step-by-step description of the method to obtain the HPN. The circled numbers correspond to the steps of the method description above.

**RAV-based HPN.** Linking phenotypes that share at least one raSNP, we build the RAV-PHPN. This approach is similar to that of Li *et al.*\(^{10}\) The phenotypes are linked based only on shared risk variants, i.e. overlapping RAVs, not including ldSNPs/iRAVs. This approach produces a HPN that is less dense than the iRAV-HPN, identifying fewer phenotype associations. The algorithm is similar to that described in Figure 1, omitting Step 3.
2.2.2. Gene-based HPN

Leveraging the gene(s)-to-phenotype(s) associations contained in the GWAS catalogue, we construct the gene-only based HPN (gHPN). Indeed, the GWAS catalog reports for each phenotype both the associated and the mapped genes in which the SNPs fall. This approach is analogous to that of Goh et al.⁹ To increase the genetic coverage of each phenotype, we use the Broad Institute’s GeneCruiser (genecruiser.broadinstitute.org) to identify the gene closest to a SNP, or for which SNPs fall in a known regulatory region. If this gene is not already associated with the SNPs phenotype, we include it in the study. This method increases the number of genes by 138, from 2,339 genes to 2,477. The algorithm is similar to that shown in Figure 1, omitting Step 3, and white star symbols are now genes, not raSNPs.

2.2.3. Biological Pathways based HPN

Expanding on the gHPN, we build a pathway-based HPN (pHPN).¹⁷ Biological pathways represent elaborate series of cascading biochemical reactions occurring within the cell, and possibly receiving external signals.¹⁸ Pathways govern all major cellular functions, such as cell cycle, cell respiration, and apoptosis (programmed cell death). Biochemical compounds, (e.g. nucleic acids, proteins, complexes and small molecules) participating in reactions form a network of biological processes and are grouped into pathways. KEGG Pathway (kegg.jp) is an open-access collection of manually curated and peer-reviewed pathway database, containing the structured information about the elements, enzymes, and genes (via their gene products) within many known pathways.

Relying on the gene(s)-to-phenotype(s) data used to construct the gHPN, genes were further linked to enriched pathways using KEGG. By building these associations, we were able to link phenotypes associated with genes involved in the same pathways in the pHPN. The algorithm is analogous to that in Figure 1, except that the white star symbols represent genes, and the grey stars are pathways.

3. Pleiotropy and Epistasis in the Bipartite HPNs

The HPN resulting from either method described in Section 2.2 can be represented as a mathematical object: a graph.¹⁹ In this work, the terms “graph” and “network” are used interchangeably. Formally, a network is a collection of nodes and edges connecting them. The degree, \( k \), of a node is the number of edges incident upon the node. The average degree of the network is the average of all \( k \). The degree distribution function, \( P(k) \), of the network describes the fraction of nodes within the network with degree \( k \). The clustering coefficient (CC) of a network measures the degree to which nodes tend to form closely knit communities with a higher than average connectivity.²⁰ The CC of networks found in nature, in particular social and biological networks, show a higher degree of clustering than that observed in randomized networks of identical size. The average path length of a network (APL) represents the average of the minimum number of edges separating any two vertices. Finally, the network’s diameter is defined as the greatest distance between any pair of vertices.

In our study, we start by building a bipartite network,²¹ consisting of two disjoint sets of nodes. The nodes are connected in such a way that the nodes of one set will have no
connections between them, but can only be connected to nodes of the other set. The use of a bipartite network is natural when dealing with two different types of data sets (Figure 2b), in our case phenotypes (e.g. the rectangles) and RAVs, iRAVs, genes, or pathways (e.g. the circles). This type of network gives us three distinct degree distributions, one for each projection, and one for the bipartite network. Each degree distribution shows how many links each node has. Nodes in a projection of a bipartite network are connected if they share at least one node in the other group. This gives us the ability to see the interactions within each set.
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**Fig. 2.** Bipartite Network schematic. A bipartite network (b) made of 2 data sets the “circles”, and the “rectangles”. Projections in the “circle” space (a) and in “rectangle” space (c).

The data from the bipartite network can be projected onto either data space (Figure 2a,c). In both cases, the nodes are connected to one another through a vertex of the other space. By ignoring the different types of data, all network properties described above remain valid on the bipartite network (as a single data set network) and on either projection. We illustrate the iRAV-HPN resulting from the projection onto the phenotype space in Figure 3. In the context of this study, the qualitative nature of the projected HPN does not contain much information about the phenotypic pleiotropy and epistasis. Therefore, we only show one example of projected HPN to give a sense of the complexity of the data and the necessity for quantitative methods.

4. Characterizing and Quantifying Pleiotropy and Epistasis in the HPNs

Early studies have made use of network theory in studying both pleiotropy and epistasis. Global statistical properties of networks, such as the “shape” of the degree distribution and an above average CC place gene expression networks in the small-world or scale-free family of networks. This indicates that most of the nodes (genes) in the network are of a low degree $k$. However, a small minority of the vertices are highly connected (hubs). Put in the context of the present work, a few genes have extensive pleiotropic/epistatic effects, but most genes only affect/are affected by a small number of phenotypes. The quantitative structural analyses of the protein interaction networks of model organisms have highlighted the importance of properties such as the diameter and the APL. Li *et al.* determined that the diameter was $\sim 4 – 5$ edges, meaning that each gene in the genomes studied affected on average four or five proteins. This finding also corroborates the conjecture that pleiotropy and epistasis are confined to genomic modules, and cannot generally affect any pairs/set of loci in the genome.
In order to increase the readability, we have filtered out nodes with a degree smaller than 5 (i.e., connected to less than 5 other nodes), showing only 137 nodes (about 30%) and about 45% of the actual edges. To further facilitate the readability, we have manually merged a number of clearly redundant nodes. The nodes and labels sizes are proportional to the original degree of the phenotype (before filtering). The edge width is proportional to the number of overlapping iRAVs.

In this work, we propose to use the information beyond the projected HPN, which is limited as it does not contain the actual interactions between the phenotypes and the predictive elements (SNPs, iRAVs, genes, or pathways). Instead, we will analyze the interactions between the two layers of the bipartite networks. Because of the density and complexity of the HPNs, the following section presents the results of a quantitative overview of pleiotropy and epistasis as properties of the entire network. In addition, Section 5 reports the clinical implications and the specific effects observed in a region of the HPNs centered on the “glaucoma” vertex and its neighboring phenotypes. The variable degrees of granularity offered by the different construction methods above result in slightly different definitions of pleiotropy and epistasis. The SNP level provides the most detailed degree, and it defines the strictest pleiotropy and epistasis: the same SNP is associated with multiple phenotypes, or a single phenotype is influenced by multiple SNPs, possibly shadowing each other’s effects. At the SNP-clusters level, we use the iRAV-HPN. The most common definition of pleiotropy and epistasis will be used on the gHPN, where the predictive elements are complete genes. Finally, at the highest
level, we will study the pHN and use biological pathways to quantify pleiotropy and epistasis. Admittedly, these interpretations of pleiotropy and epistasis may somewhat stray from the commonly accepted definitions, but they are in line with the loose nature of the phenomena, where both have sub-types that relate to all degrees of granularity.

Relying on the data in the bipartite HPNs, we calculate the number of phenotypes connected to each predictive element. We use the average connectivity of the predictive element as a proxy for measuring the global pleiotropy (Table 2). We also present the degree distribution of the of the predictive element subset, showing the effect of pleiotropy at each predictive element level (Figure 4). Inversely, the average epistatic effect of predictive elements on phenotypes can be calculated as the average degree of the phenotype subset in the bipartite HPN (Table 2). The degree distribution of the phenotype subset conveys the distribution of epistatic effects that different predictive elements have on the phenotypes (Figure 4).

Both pleiotropy and epistasis distributions are right-skewed with a heavy tail, which denotes the presence of hubs. The pleiotropy distributions show that most predictive elements only influence a few phenotypes, however, a small minority of predictive elements influence a large number (50+) phenotypes. Similarly, the epistasis distribution depicts that most phenotypes can be associated with only a few predictive elements. However, a small number of phenotypes rely on the signaling of a large number of predictive elements. Although somewhat simplistic, these results are, for all models, in line with the findings of Featherstone et al.\textsuperscript{22} We acknowledge that the manner in which the average effects are computed may capture more than just the pleiotropic and epistatic effects. However, these results, due to the their ubiquity, reflect a biologically plausible property of the system. We run a full array of quantitative statistical analysis of the different HPNs, including the average pleiotropic and epistatic effects (Table 2).

As the models increase in granularity, the networks become denser with more edges, decreasing APL and diameter. This is to be expected: as the network has more connections,
Table 2. Quantitative Properties of the different HPNs. (PT : phenotype, GE: predictive element.)

<table>
<thead>
<tr>
<th></th>
<th>RAV-HPN</th>
<th>iRAV-HPN</th>
<th>gHPN</th>
<th>pHPN</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCC size (%nodes)</td>
<td>295 (45%)</td>
<td>401 (62%)</td>
<td>430 (67%)</td>
<td>396 (61%)</td>
</tr>
<tr>
<td>#edges</td>
<td>932</td>
<td>2845</td>
<td>2556</td>
<td>40K</td>
</tr>
<tr>
<td>avg. degree / weighted</td>
<td>6.31 / 10.03</td>
<td>14.19 / 37.54</td>
<td>11.88 / 16.85</td>
<td>204.1 / 497.6</td>
</tr>
<tr>
<td>APL / diameter</td>
<td>3.7 / 10</td>
<td>2.96 / 8</td>
<td>2.96 / 6</td>
<td>1.48 / 3</td>
</tr>
<tr>
<td>avg. CC</td>
<td>0.58</td>
<td>0.59</td>
<td>0.57</td>
<td>0.79</td>
</tr>
<tr>
<td>modularity / communities</td>
<td>0.62 / 26</td>
<td>0.55 / 24</td>
<td>0.49 / 10</td>
<td>0.10 / 4</td>
</tr>
<tr>
<td>isolate vertices</td>
<td>351</td>
<td>245</td>
<td>216</td>
<td>250</td>
</tr>
<tr>
<td>avg. pleiotropy (#PT/#GE)</td>
<td>1.12</td>
<td>1.12</td>
<td>1.58</td>
<td>27.06</td>
</tr>
<tr>
<td>avg. epistasis (#GE/#PT)</td>
<td>11.11</td>
<td>285.64</td>
<td>6.07</td>
<td>5.69</td>
</tr>
</tbody>
</table>

the distance between nodes decreases. The values agree with Li et al.\textsuperscript{23} findings. The above average CC and the shape of the degree distributions (not shown here for space reasons) put the HPNs in the scale-free region of the network topology spectrum. Additionally, we note that the modularity and number of communities drops with increasing granularity and network density. The number of isolated nodes provides an insight into how many phenotypes have no detected genetic connection to any other phenotype. Finally, we see that the average pleiotropy remains relatively constant until we look at the pHN, which biological pathways tend to affect ~ 27 phenotypes in average. Otherwise, predictive elements do not in general impact more than 1-2 phenotypes. This proves the necessity to apply a biologically relevant filter to the pHN in order to extract the “backbone” of the network, containing the most relevant genetic influences.\textsuperscript{17} The average epistatic effect is also reasonably steady, except when ldSNPs are included in the iRAV-HPN. This is due to the fact that now both raSNPS and ldSNPs are directly associated to the phenotypes.

5. Clinical Implications: the Example of Glaucoma

As previously stated, each HPN differs in terms of the number of edges branching from each phenotype node. Moving from the gHPN to the pHN provides a great deal more information, but the network itself becomes extremely complex and difficult to analyze visually. The pHN can help to explain the shared etiology of glaucoma and other diseases by revealing a substantial number of interactions unseen in the gHPN. Ultimately, studying predictive elements from a global perspective, using networks, could contribute to novel discoveries in pleiotropic drug therapies.

The HPNs confirm well-known interactions, such as between glaucoma and blood pressure (BP). Studies have linked the two for years and drugs used to treat glaucoma, such as beta-blockers and alpha-adrenergic agonists,\textsuperscript{25} are known to affect BP. In fact, patients with cardiovascular problems are advised against taking beta-blockers, a treatment for the high intraocular pressure (IOP) associated with glaucoma, because of its effect on heart rate and BP.\textsuperscript{26} Moreover, many studies have shown that BP and ocular perfusion are important factors in the pathogenesis of glaucoma. For example, studies have linked increases in blood pressure to slight increases in IOP. Going further, the “Blue Mountains Eye Study” found that systemic hypertension was significantly associated with an increased risk of primary open-angle glaucoma (POAG), independent of the effect of BP on IOP. Systemic hypertension was the
greatest risk factor for POAG. Blood pressure is a first neighbor to Glaucoma in the pHPN, suggesting the validity of the model. They are linked by the umbrella pathways in cancer. Diabetes mellitus is another well-documented disease known to interact with glaucoma. Type 1 diabetes is a direct neighbor and Type 2 diabetes is a second (indirect) neighbor. Type 1 diabetes and glaucoma are linked by the cell cycle and HTLV-I infection pathways. Type 2 diabetes and glaucoma share common gene: CDKN2B-AS. In the gHPN, on the other hand, Type 2 diabetes is a first neighbor, but Type 1 diabetes and blood pressure are only second neighbors to glaucoma. Additionally, the pHPN allows us to see connections that are not included in the gHPN, which could lead to new advances in treatments for the linked diseases. For instance, Alzheimers disease is a second neighbor of glaucoma. Both are neurodegenerative diseases and their similarities have recently begun to receive significant attention. Inoue et al. maintain that elevated levels of biomarkers for Alzheimers are more often found in patients with open-angle glaucoma (OAG) than in patients with cataracts. In addition, Alzheimer’s and OAG share pathways such as cell death mechanisms (apoptosis), reactive oxygen species (ROS) production, mitochondrial dysfunction and vascular abnormalities. Apoptosis of the neural ganglia cells is a major issue in glaucoma. In the gHPN, the link between Glaucoma and Alzheimers disease is not readily apparent by looking at the graph – it becomes a third neighbor. Another interesting link is to the “smoking behavior” phenotype, although this is only readily apparent in the pHPN where it is a first neighbor to glaucoma. The two share the umbrella pathways in cancer. Association studies have shown that smoking behavior is correlated with central corneal thickness in OAG and might also be a risk factor for POAG.

6. Conclusions & Future Work

The study of genetic diseases is progressing at an unprecedented pace, thanks to modern high-throughput sequencing technology and to the development of modeling techniques at the crossroads of bioinformatics and mathematics. Bipartite HPN models are capable of leveraging the massive amount of GWAS and other readily-accessible genetic data, and collapsing the information into a single, manageable source. The projection of the HPN helps analyze phenotypic interactions. The overall structure of the connections between the layers of the bipartite HPN, on the other hand, allows us to estimate in a quantitative manner the pleiotropic and epistatic effect at a global level, for multiple types of predictive elements. Finally, by magnifying regions of the HPN, we are able to highlight previously documented phenotypic interactions, supported by genes and biological pathways evidence as a proof of concept. The bipartite HPNs are flexible, scalable, and intuitive models. HPNs are potentially useful to study phenotypic links, as well as uncover novel pleiotropy and epistasis effects at the single variation level, at the gene level, and all the way to the biological pathway. Future work will involve collapsing the multiple HPNs into an aggregated model. This step will however require the information to be filtered in a biologically sensible manner. Further refinements of the model will include the detection of different types of pleiotropy and epistasis. Finally, we are working on statistical and cross-validation approaches to validate the E&P significance.
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Environment-wide association studies (EWAS) provide a way to uncover the environmental mechanisms involved in complex traits in a high-throughput manner. Genome-wide association studies have led to the discovery of genetic variants associated with many common diseases but do not take into account the environmental component of complex phenotypes. This EWAS assesses the comprehensive association between environmental variables and the outcome of type 2 diabetes (T2D) in the Marshfield Personalized Medicine Research Project Biobank (Marshfield PMRP). We sought replication in two National Health and Nutrition Examination Surveys (NHANES). The Marshfield PMRP currently uses four tools for measuring environmental exposures and outcome traits: 1) the PhenX Toolkit includes standardized exposure and
phenotypic measures across several domains, 2) the Diet History Questionnaire (DHQ) is a food frequency questionnaire, 3) the Measurement of a Person’s Habitual Physical Activity scores the level of an individual’s physical activity, and 4) electronic health records (EHR) employ validated algorithms to establish T2D case-control status. Using PLATO software, 314 environmental variables were tested for association with T2D using logistic regression, adjusting for sex, age, and BMI in over 2,200 European Americans. When available, similar variables were tested with the same methods and adjustment in samples from NHANES III and NHANES 1999-2002. Twelve and 31 associations were identified in the Marshfield samples at $p<0.01$ and $p<0.05$, respectively. Seven and 13 measures replicated in at least one of the NHANES at $p<0.01$ and $p<0.05$, respectively, with the same direction of effect. The most significant environmental exposures associated with T2D status included decreased alcohol use as well as increased smoking exposure in childhood and adulthood. The results demonstrate the utility of the EWAS method and survey tools for identifying environmental components of complex diseases like type 2 diabetes. These high-throughput and comprehensive investigation methods can easily be applied to investigate the relation between environmental exposures and multiple phenotypes in future analyses.

1. Introduction

Computational methods to assess environmental exposures are essential to elucidate the complex nature of common human phenotypes. Genome-wide association studies (GWAS) have allowed for greater understanding of the genetic component of complex traits and identification of numerous loci associated with these traits [1]. They have provided a high-throughput approach for comprehensive testing of variants across the genome. However, this approach fails to consider the richly diverse and complex environment with which humans interact throughout the life course.

While GWAS have uncovered thousands of single nucleotide polymorphisms (SNPs) associated with disease, much remains unclear about the heritability and mechanisms that lead to common, complex human diseases [1,2]. It is likely that environmental exposure greatly impacts the genetic and cellular systems at play for many complex traits [2]. Environment-wide association studies (EWAS) [3] provide a method to test a variety of exposures across the human environment in a high-throughput, unbiased manner, much like GWAS tests for genetic effects. The utility of the EWAS approach was demonstrated for type 2 diabetes (T2D) using an array of laboratory measurements to identify a diverse number of exposures associated with T2D [3]. Such comprehensive laboratory measurements are rare and only assess exposures at a fixed time point without consideration of the various exposures throughout an individual’s lifetime. Thus, there is a need to evaluate comprehensive and standardized survey tools that enable assessment of exposures and lifestyle choices over time and comparison of results across multiple studies.

The PhenX (consensus measures for Phenotypes and eXposures) toolkit (https://www.phenxtoolkit.org/) was developed as a resource for collecting standardized measures of phenotypes and environmental exposures [4]. Measures are available across 27 domains covering alcohol, tobacco, and other substance use; demographics; mental health; environmental exposures; diet; and disease, among others. In addition to providing information on traits, many of these measures can be used to ascertain information on environment, lifestyle, and environmental exposures. Other valuable resources for environmental measures include 1) the Measurement of a Person’s Habitual Physical Activity, a questionnaire measuring a person’s work, leisure, and sport activity level [5] (Baecke), and 2) the Dietary History Questionnaire (http://riskfactor.cancer.gov/DHQ/), a food frequency questionnaire [6,7] (DHQ).

Electronic health records (EHR) are a growing resource for measuring health outcomes in individuals, as they contain vast amounts of medical data including records of diagnoses, procedures, and clinical laboratory measurements [8]. These data can be used, with electronic
algorithms, to systematically define cases and controls for numerous phenotypes of interest, such as type 2 diabetes. The Electronic Medical Records and Genomics (eMERGE) Network combines EHR data from sites across the United States and currently utilizes electronic phenotyping algorithms for over a dozen phenotypes [9]. The Marshfield Personalized Medicine Research Project Biobank (Marshfield PMRP) [10], part of the eMERGE Network, is one site currently employing EHR phenotyping as well as the PhenX Toolkit, the Measurement of a Person’s Habitual Physical Activity (Beacke), and the Dietary History Questionnaire (DHQ). Taken together, the PMRP is a rich phenotypic resource for genomic and environmental association analyses to dissect the architecture of complex traits.

Here, we present the results of an EWAS for type 2 diabetes using survey questions from the PhenX Toolkit, DHQ, and Beacke surveys from the Marshfield PMRP. To seek replication of these results with similar survey questions when available, we used data from the National Health and Nutrition Examination Surveys (NHANES) [11]. To the authors’ knowledge, this is the first EWAS performed using EHR data. Environment-wide association studies provide a methodology to test environmental measures in a comprehensive, high-throughput manner. Integration of EWAS with phenome-wide association studies (PheWAS) [12-14] and genome-wide association studies (GWAS) [1] will further elucidate the complex interplay of gene and environment in common traits as well as the ways in which exposures modulate pleiotropy. Using multiple exposure and outcome variables to assess environment and lifestyle factors using EWAS will provide a richer understanding of the architecture of complex traits.

2. Methods

2.1. Marshfield PMRP and Type 2 Diabetes Case Identification

The Marshfield PMRP is a population based biobank with ~20,000 subjects, aged 18 years and older, enrolled in the Marshfield Clinic healthcare system in central Wisconsin [10]. DNA, plasma, and serum samples are collected at the time the enrollee completes a written informed consent document, with allowance for ongoing access to the linked electronic health records (EHR). PMRP participants also complete questionnaires, including responses regarding smoking history, occupation, physical activity, diet, and a variety of other PhenX measures. A subset of the Marshfield PMRP subjects completed the PhenX survey, the DHQ, and/or the Measurement of a Person’s Habitual Physical Activity (Table 1).

The NHGRI funded eMERGE network (Electronic Medical Records and Genomics) has implemented robust electronic phenotyping algorithms to select cases and controls for a number of different phenotypes/outcomes [9]. Using an algorithm developed by eMERGE [15], T2D patients were diagnosed by their records from the Marshfield EHR. The Marshfield samples were originally selected for eMERGE based on their cataract case-control status; however, this is an example of the reusability of biobank samples for additional traits. T2D cases were defined as having the following in their EMR: a T2D ICD-9 medical billing code, information about insulin medication, abnormal glucose or HbA1c levels, or more than two diagnoses of T2D by a clinician. All T2D cases with an ICD-9 code for T1D were removed from further analyses. All control subjects had to have at least 2 clinical visits, at least one blood glucose measurement, normal blood glucose or HbA1c levels, no ICD-9 codes for T2D or any related condition, no history of being on insulin or any diabetes related medication, and no family history of T1D or T2D.
Table 1. Marshfield Type 2 Diabetes Case/Control Sample Size for Each Questionnaire

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Total Sample Size</th>
<th># Cases T2D</th>
<th># Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>PhenX</td>
<td>2,243</td>
<td>433</td>
</tr>
<tr>
<td></td>
<td>DHQ</td>
<td>2,606</td>
<td>559</td>
</tr>
<tr>
<td></td>
<td>Activity</td>
<td>2,571</td>
<td>552</td>
</tr>
<tr>
<td>Male</td>
<td>PhenX</td>
<td>898</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td>DHQ</td>
<td>1,051</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>Activity</td>
<td>1,035</td>
<td>257</td>
</tr>
<tr>
<td>Female</td>
<td>PhenX</td>
<td>1,345</td>
<td>229</td>
</tr>
<tr>
<td></td>
<td>DHQ</td>
<td>1,555</td>
<td>299</td>
</tr>
<tr>
<td></td>
<td>Activity</td>
<td>1,535</td>
<td>295</td>
</tr>
<tr>
<td>Age</td>
<td>All</td>
<td>&gt; 50</td>
<td></td>
</tr>
<tr>
<td>Ancestry</td>
<td>All</td>
<td>European</td>
<td></td>
</tr>
</tbody>
</table>

2.2. Environmental Variable Measurements

2.2.1 PhenX Toolkit

The PhenX Toolkit (www.phenxtoolkit.org) was accessed to develop a self-administered questionnaire to assess environmental and lifestyle factors. Some of the PhenX measures were chosen because of the potential for gene/environment associations with age related cataract - which is a primary disease of interest for PMRP (smoking, alcohol, ultraviolet light exposure), some were chosen because of the potential for validation against prior PMRP questionnaire data and medical history information (demographics, physical activity, family history of heart attack, history of stroke) and the rest were chosen because of the potential for future research and cross-site collaborations (hypomania/mania symptoms, hand dominance) within the network funded through administrative supplements to collect PhenX measures. The time to complete the questionnaire ranged from 20 to 40 minutes in pre-testing, depending on how many questions were logical skips. The 32-page self-administered questionnaire was mailed to all eligible subjects with a cover letter and return address envelope. A second mailing was employed to increase the response rate. Subjects were offered $10 for their time to complete the questionnaire.

PhenX survey data were entered and merged with prior PMRP questionnaire information from the Marshfield Clinic electronic medical record. For validation purposes, the electronic medical record was considered to be the gold standard where possible. Two hundred fifty-five measures from the PhenX Toolkit were included for our analysis. Questions included a range of topics from the following classes: alcohol use, smoking, demographics, depression, mania, activity, residential environment, and UV exposure.
2.2.2. *Diet History Questionnaire*

Food frequency questionnaires (FFQs) are widely used to assess dietary intake in epidemiologic studies because they are more representative of usual intake and less expensive to implement than other methodologies including weighed food records and 24-hour dietary recalls because they are usually self-administered. Inclusion of aids to estimate portion sizes is essential to improve the accuracy and validity of FFQs [7]. Self-administered food frequency questionnaires (FFQ) are available on approximately 2/3 of the PMRP cohort to quantify usual dietary intake of all major nutrients. The selected FFQ, the Diet History Questionnaire (DHQ) (http://riskfactor.cancer.gov/DHQ/), was developed by researchers at the National Cancer Institute (NCI) and has been shown to be superior to the commonly used Willett FFQ and similar to the Block FFQ for estimating absolute nutrient intakes [7]. All three FFQs produce similar results after statistical adjustment for total energy intake. The list of foods and portion sizes on the DHQ was developed from nationally representative data, the USDA’s 1994-1996 Continuing Survey of Food Intakes by Individuals, and is therefore most appropriate for use with this study population. The DHQ comprises 124 separate food items and asks about portion sizes for most foods. In addition, there are 10 questions about nutrient supplement intake. The DHQ was printed and scanned by National Computer Systems as has been done for all recent studies conducted at the NCI using the DHQ. The completed DHQ was mailed to National Computer Systems for scanning. After scanning, the data from the questionnaires are stored in ASCII format and then uploaded into the nutrient analysis software package. Diet*Calc software, available from the National Institutes of Health, is used for the nutrient analyses of the DHQ data (http://riskfactor.cancer.gov/DHQ/dietcalc/). This is the software package that was used for analysis of the DHQ for the Eating at America’s Table Study. The DHQ is mailed to participants with their appointment reminders so that they can complete it prior to their appointment to save them time. The Research Project Assistants reviews all DHQs to ensure that they have been completed. Fifty-six measures of dietary intake were assessed for this EWAS that covered the following domains: vitamin, fat, protein, carbohydrate, fiber, cholesterol, caloric, grain, vegetable, caffeine, and alcohol intake.

2.2.3 *Measurement of a Person’s Habitual Physical Activity*

As with measurement of dietary intake for epidemiologic studies, there are a number of different validated tools that have been used in the past. The agreement between physical activity questionnaire and gold standard tends to be somewhat lower than for dietary intake, but is reasonable for ranking relative activity levels in groups. The researchers preferred to use a previously developed physical activity assessment tool to allow comparison with results from other study populations. Requirements of the selected tool included: 1) self-administered, 2) previously validated, and 3) validated for use in a similar study population across a range of ages. The selected physical activity questionnaire, the ARIC/Baecke questionnaire, is self-administered, validated for use in both men and women, and currently being used in a large, prospective study in the US [16]. The questionnaire has been shown to have high reliability and accurate assessment of both high intensity activity and light intensity activity such as walking. It comprises 16 questions and generates three indices of activity: 1) a work index, 2) a sport index, and 3) a leisure-time index. This one-page self-administered physical activity questionnaire is mailed along with appointment reminders and the Diet History Questionnaire (DHQ). Information from the completed physical activity questionnaires are entered twice into a
Microsoft Access database. The two entries are compared to ensure accuracy of the data entry. The three physical activity indices (work, sport, and leisure-time) are calculated and the data merged with anthropometric, dietary, and demographic data for subsequent analyses.

2.2.4. National Health and Nutrition Examination Surveys (NHANES)

NHANES III Phase 2, conducted between 1991-1994, and NHANES 1999-2002 measures the health and nutritional habits of participants by collecting medical, dietary, demographic, laboratory, lifestyle, and environmental exposure data using questionnaire and laboratory measures. The data of NHANES were collected by the National Center on Health Statistics (NCHS) at the Centers for Disease Control and Prevention (CDC). All participants were consented by the CDC at the time of the survey and sample collection.

To seek replication of the Marshfield results, we identified measures similar to the most significant Marshfield PMRP EWAS results in NHANES III and NHANES 1999-2002. Because different survey methods were utilized between Marshfield PMRP and the NHANES, measures were chosen when they matched a significant broad environmental “class”. For example, many smoking measures were included in the most significant EWAS results and any smoking measure found in either NHANES was included for replication. T2D case/control status was defined using an algorithm previously described [17].

2.3. Statistical Analysis

A total of 314 environmental variables were included in our analysis of the Marshfield data. Logistic regression was used, adjusting for age, sex, and body mass index (BMI), with PLATO [18]. Control was coded as 1 and case as 2. All significant results were investigated to ensure that all top ranking associations had greater than 10 responses for both cases and controls. Results in figures 1 and 2 were plotted using PheWAS View [19].

For the NHANES data, logistic regression was used for all association testing, adjusting for age, sex, and BMI, in 46 to 3,964 samples (sample sizes varied for each measure) of European ancestry (self-identified non-Hispanic whites) for a total of 116 environmental variables from NHANES III (84) and NHANES 1999-2002 (32). All significant EWAS results were assessed to ensure sample size was greater than 10 for cases and controls for each variable.

3. Results

In this environment-wide association study of 314 variables for type 2 diabetes, we found 12 results with a p-value less than 0.01 in the Marshfield Clinic samples. Due to the exploratory and hypothesis generating nature of this method, we are presenting all the results with a p-value less than 0.05 (31 results). Figure 1 displays the most significant EWAS associations in the Marshfield sample.

All variables could be placed into seven broad environmental “classes”: smoking, alcohol use, mania, depression, activity, diet, UV exposure, and residence. Table 2 includes all results with a p-value less than 0.05 by environment class and displays the survey question for each measure from the PhenX Toolkit.
Figure 1. The most significant association results in the Marshfield sample using PhenX Toolkit, DHQ, and Measurement of a Person’s Habitual Physical Activity surveys. The PhenX variables are listed along the Y-Axis. The first track shows the results of our EWAS, with –log(10) of the p-value plotted from most significant result at the top and descending in order. The next track shows the magnitude and direction of the effect. Case/control status was coded as 1=Control, 2=Case.

Table 2. EWAS Variable Classes, Specific PhenX Toolkit Questions, and the EWAS Marshfield PMRP results

<table>
<thead>
<tr>
<th>Class</th>
<th>Survey: Variable</th>
<th>PhenX Toolkit Question</th>
<th>P-value</th>
<th>Beta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol</td>
<td>PhenX: Alcohol 30Day Frequency</td>
<td>Think specifically about the past 30 days, from [DATEFILL], up to and including today. During the past 30 days, on how many days did you drink one or more drinks of an alcoholic beverage?</td>
<td>6E-04</td>
<td>-0.03</td>
</tr>
<tr>
<td></td>
<td>PhenX: Alcohol Withdrawal</td>
<td>When you stopped, cut down or went without drinking, did you ever experience any of the following problems for most of the day for 2 days or longer? Did you see or hear things that weren't there? (Yes=1, No=2)</td>
<td>0.022</td>
<td>-3.041</td>
</tr>
<tr>
<td></td>
<td>PhenX: Lifetime Use</td>
<td>In your entire life, have you had at least 1 drink of any kind of alcohol, not counting small tastes or sips? (Yes=1, No=2)</td>
<td>0.035</td>
<td>0.4655</td>
</tr>
<tr>
<td></td>
<td>PhenX: Alcohol Use Liver Disease</td>
<td>There are several health problems that can result from long stretches of drinking. Did drinking ever cause you to have liver disease or yellow jaundice? (Yes=1, No=2)</td>
<td>0.037</td>
<td>-1.894</td>
</tr>
<tr>
<td>Smoking</td>
<td>PhenX: Smoking At Home</td>
<td>Does anyone who lives here smoke cigarettes, cigars, or pipes anywhere inside this home? (Yes=1, No=2)</td>
<td>6E-04</td>
<td>-0.889</td>
</tr>
<tr>
<td></td>
<td>PhenX: Exposure Smoke Childhood</td>
<td>How many hours were you exposed to smoke from other people's cigarettes or tobacco products during childhood per day?</td>
<td>0.003</td>
<td>0.0064</td>
</tr>
<tr>
<td></td>
<td>PhenX: Former Smoker Quantity 1DayB</td>
<td>Former smokers who did not ever smoke every day for the at least 6 months; when you last smoked every day, on average how many cigarettes did you smoke each day?</td>
<td>0.006</td>
<td>0.2683</td>
</tr>
<tr>
<td></td>
<td>PhenX: Exposure Smoke Work</td>
<td>Were you exposed to smoke from other people's cigarettes or tobacco products during adulthood at work? (Yes=1, No=2)</td>
<td>0.007</td>
<td>-0.375</td>
</tr>
</tbody>
</table>
When available, similar questions from NHANES that fell into one of the above phenotype classes were included to seek replication. Measures were available in alcohol use, smoking exposure, diet, activity, depression, and mania but not in residence and UV exposure. Seven of the results were significant at \( p<0.01 \) and thirteen at \( p <0.05 \) with the same direction of effect as the related Marshfield associations (Figure 3).
Figure 2. Replicating results of the most significant Marshfield EWAS associations from NHANES III and NHANES 1999-2002. Results were considered a replication if the p-value was < 0.05 and showed the same direction of effect as the Marshfield analyses. Controls were coded as 1 and Cases as 2. This figure is in the same format as Figure 1, with NHANES measurements on the y-axis ordered by descending association significance. The tracks show the p-value significance of the association in –log10(p-value) and the magnitude and direction of the effect.

The most significant survey questionnaire result in the Marshfield EWAS was *alcohol frequency in the last 30 days*, which was inversely associated with type 2 diabetes status. This relationship was also observed for two related measures in NHANES III: alcohol consumption questions *beer and lite beer -times/month* and *wine, etc - times/month* and one in NHANES 1999-2002: alcohol consumption question: *How often drink wine (per month)*. Never having alcohol was associated with T2D status in Marshfield and did not replicate in either NHANES, though a similar, but not exact, measure was available and tested. Experiencing excessive alcohol use symptoms like hallucination due to alcohol withdrawal and liver disease from excess alcohol use was associated with having T2D in the Marshfield sample. Neither of these measures were available in either NHANES for comparison.

A number of significant results in Marshfield included measurements of first and second hand smoking exposure. Cigarette or other tobacco smoke exposure at home or at work, and for a greater number of hours during childhood, adulthood, and present time were all associated with T2D status. Additionally, for former smokers, greater number of cigarettes per day, smoking more frequently during the first hours of the day, and smoking earlier in the day were also associated with having T2D. Two of the smoking measures replicated in NHANES III: *number of cigarettes smoked/day when smoked* and NHANES 1999-2002: *how soon after waking do you smoke*? with the same direction of effect.

The two most significant results from the DHQ for the EWAS in Marshfield were a metric of caffeine consumption: caffeine (mg), which was inversely associated with T2D status and a metric of the consumption of carbohydrates (g). The caffeine measurement did not replicate in either NHANES, though increased coffee intake has been previously reported as having an association with lowered risk of T2D [20]. Carbohydrate intake did not meet the significance threshold of p-value less than 0.05 in Marshfield, but was included in the replication analysis because it was the second most significant DHQ result. When this association was investigated in NHANES III and NHANES 1999-2002 it was the most significant result for both studies.
4. Discussion

Using a systematic, high-throughput EWAS method, we identified and replicated novel as well as established associations between environmental exposures and T2D. The replicating results of the association between less alcohol use per month and T2D status is consistent with prior research that demonstrates that moderate alcohol use is associated with decreased risk of T2D [21,22]. The association between T2D status and the specific symptoms of hallucination and liver disease has not been observed in the literature, to the best of the authors’ knowledge. However, prior research has indicated that binge drinking and high levels of alcohol use are associated with increased risk of T2D [21,22]. It is possible that these results are spurious, or that there may be some mechanism at play by which these extreme alcohol-related measures are related to T2D. Comparison with other studies for this measure is necessary before conclusions can be drawn.

The relationship between increased smoking exposure and having T2D is also well established [23-25]. Activity level also has a well-documented link with T2D [26-28]. Here we observed a number of results from both Marshfield and NHANES III that demonstrate this association. Work activity was not significantly associated with T2D in the PhenX or Baecke measures. However, lower amounts of leisure and sports activity was associated with T2D status in Marshfield. This relationship was validated with similar measures in NHANES III: dancing, gardening/yard work, sports, and running or jogging in the past month.

A number of associations from the residence, depression, mania, and UV exposure classes in Marshfield did not replicate in either NHANES. This could indicate that these were false positive findings, or it could also be due to differences in measures that were used, deviation in survey question wording, or low sample sizes for a given question. Additionally, many of these results could not be evaluated for replication in either NHANES because they were not available. This demonstrates the need for standardized measures of environmental exposures, as the utilization of these measures will allow the validation of significant results across multiple studies.

Another limitation to this EWAS design is the difficulty in determining whether associations occurred simply due to T2D diagnosis. For instance, the activity questions measured activity for the past month and did not include information on activity level during childhood or if activity level changed when T2D symptoms were experienced. It is possible that the individuals with T2D participated in less leisure and sport activity due to symptoms but had greater activity levels earlier in life. Similarly, the inverse association observed between T2D and carbohydrate intake may be reflective of individuals who are restricting carbohydrate intake due to T2D diagnosis, a common dietary treatment for the disease [29]. This issue indicates the importance of gathering environmental variables that measure multiple points of an individual’s lifetime. Additionally, this approach does not currently consider the full spectrum of environmental exposures. Limitations in the types of exposures assessed, and when they are collected, restricts thorough understanding of all the environmental components involved in the development of complex diseases such as T2D. Future incorporation of biological exposure data such as toxins [30] and nutrients [31] will provide additional data on the exposures associated with complex traits.

Environment-wide association studies allow the testing of multiple environmental exposures for association with common disease. Here, we demonstrate the utility of this approach for research using health record data, a novel use for this type of resource. Using this systematic EWAS approach, exposures will be identified as potential causative agents for complex traits. Significant associations can be investigated for gene-environment interactions [32,33].
Incorporating genetic data will lead to a more complete understanding of the mechanisms that lead to complex phenotypes, such as T2D. Similar to the PheWAS [12-14] method, the EWAS approach can be used to test for association between a diverse array of exposures and numerous phenotypes to discover the types of exposure that are associated with multiple traits. The search for interactions between environmental variables and genetic loci, as well as the independent exposures involved in multiple traits, will further elucidate the genetic and environmental architecture of complex human phenotypes.
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Global transcript expression experiments are commonly used to investigate the biological processes that underlie complex traits. These studies can exhibit complex patterns of pleiotropy when trans-acting genetic factors influence overlapping sets of multiple transcripts. Dissecting these patterns into biological modules with distinct genetic etiology can provide models of how genetic variants affect specific processes that contribute to a trait. Here we identify transcript modules associated with pleiotropic genetic factors and apply genetic interaction analysis to disentangle the regulatory architecture in a mouse intercross study of kidney function. The method, called the combined analysis of pleiotropy and epistasis (CAPE), has been previously used to model genetic networks for multiple physiological traits. It simultaneously models multiple phenotypes to identify direct genetic influences as well as influences mediated through genetic interactions. We first identified candidate trans expression quantitative trait loci (eQTL) and the transcripts potentially affected. We then clustered the transcripts into modules of co-expressed genes, from which we compute summary module phenotypes. Finally, we applied CAPE to map the network of interacting module QTL (modQTL) affecting the gene modules. The resulting network mapped how multiple modQTL both directly and indirectly affect modules associated with metabolic functions and biosynthetic processes. This work demonstrates how the integration of pleiotropic signals in gene expression data can be used to infer a complex hypothesis of how multiple loci interact to co-regulate transcription programs, thereby providing additional constraints to prioritize validation experiments.

Keywords: pleiotropy, genetic interaction, genetic network.

1. Introduction

The widespread adoption of genomic technologies has greatly increased the power and scope of genetic studies. One especially fruitful approach to understanding how genetic variation affects biological processes is the study of the genetics of gene expression.1–5 In these studies, transcript levels are treated as panels of thousands of phenotypes that quantify the cellular composition and gene expression of a tissue sample that is related to a physiological phenotype such as disease. These data are commonly analyzed to identify expression quantitative trait loci (eQTL), which are specific chromosomal regions that associate with the expression level of a given transcript.

Associated eQTL are generally classified as local, cis-acting variants that affect the expression of a gene located near the associated variant, or remote, trans-acting variants that affect the expression of a gene located at a distance (i.e. outside of linkage disequilibrium (LD) or on another chromosome). The more common cis associations have the straightforward biological interpretation of a sequence variant directly affecting the self transcript production, stability, or splicing. However, trans associations are often more difficult to interpret. The structure of gene regulatory networks suggests that these trans associations are caused by transcription factors or other proteins that bind and regulate DNA or RNA. The co-regulatory structures
Fig. 1. Hypothetical regulatory architecture of transcripts (T1,...,T6) that serve as an endophenotype for an organism-level trait. (A) Simple model in which all transcripts are associated with trans-acting eQTL1 and part of a single underlying biological process affecting the trait. (B) Model with transcripts grouped into two modules that combine to affect the trait. Models (A) and (B) are indistinguishable using single-locus association. (C) Model obtained with co-expression clustering and CAPE analysis, in which the eQTL has been replaced by two multiple module QTL (modQTL). The genetic effects now map to the two modules distinctly, and the modQTL are linked by a directional influence mapping feed-forward regulation from modQTL1 to the red module via modQTL2.

of these networks, in which proteins regulate multiple transcripts in complex hierarchies,⁶ suggest that a genetic variation in one regulatory gene could have significant effects on the expression of multiple target transcripts. This would generate extensive pleiotropy as many redundantly regulated transcripts would associate with the variant. While this is pleiotropy in the sense that one genetic variant is influencing multiple traits, it is somewhat trivial in that the multiple traits are redundant outputs of the same regulatory module. This effect can be efficiently modeled by first finding modules of co-expressed transcripts that map to the common trans-acting module QTL (modQTL). Pleiotropy between modQTL, in which a single variant is associated with multiple distinct gene modules, is more informative in the sense of a single variant affecting multiple regulatory programs in a more complex genetic architecture (Figure 1). Distinguishing between trivial and informative pleiotropy can be difficult for complex regulatory networks in which multiple regulatory variants combine to affect hundreds of transcript outputs.

In this paper, we address this problem by modeling interacting trans associations for modules of co-expressed genes. We use kidney transcript data from a panel of F2 mouse intercross progeny to dissect the genetic regulation of multiple biological processes that affect overall kidney function in these genetically diverse mouse models. We use co-expression analysis to identify gene modules with correlated expression and common function and derive summary endophenotypes that describe transcriptional states. We next use a combined analysis of pleiotropy and epistasis (CAPE⁷) to simultaneously assess patterns of pleiotropy and statistical interactions between trans modQTL, in order to infer the variant-to-variant ordering of regulatory influences on the multiple processes. This approach improves the interpretation of genetic interactions in terms of directed QTL-to-QTL influences that map how a given locus suppresses or enhances the effects of a second locus. By integrating evidence of epistasis across multiple phenotypes, the CAPE method can improve power to detect modQTL interactions and assign directionality to the relationship. Furthermore, CAPE inherently parses
QTL-to-phenotype associations into direct effects and effects modified through genetic interactions, thereby separating the target transcripts into subsets that are influenced by distinct combinations of modQTL. In the case of transcript data, the result is a model of how multiple modQTL affect one another and, in turn, the regulation of multiple modules of co-expressed genes (Figure 1C). The resulting network model provides a clearer dissection of the nature of the observed pleiotropy and generates more specific hypotheses of variant activity and action.

2. Methods
We followed a multi-step strategy to systematically identify and model multiple gene modules that underlie kidney health and disease. The procedure is outlined in Figure 2, and consisted of three main steps: a preliminary eQTL analysis to identify transcripts affected by one or more genetic factors; clustering of the affected transcripts into co-expressed gene modules; and a network analysis to map how the gene modules are regulated by multiple interacting genetic loci. We began with a study of gene expression related to kidney function in a mouse intercross. An F2 intercross population was derived from the kidney damage-susceptible SM/J inbred strain and the nonsusceptible MRL/MpJ inbred strain. Male SM/J mice exhibit kidney dysfunction, as measured by an increase in urinary albumin-to-creatinine ratio (ACR). To identify causal genetic loci, ACR was measured in 173 male F2 progeny. Significant QTL were mapped on chromosomes (Chrs) 1, 4, and 15, with an additional suggestive QTL on Chr 17. This established ACR as a trait affected by multiple QTL that vary between the SM/J and MRL/MpJ lines.

2.1. Data
To identify the biological pathways and processes underlying the ACR results, mRNA was collected from whole kidneys of the 173 F2 animals. Data generation and processing is de-

---

Fig. 2. Overview of analytical strategy.
scribed in depth in the initial publication\textsuperscript{8} and will be summarized here. All mice were genotyped using an array that contained 258 polymorphisms that were informative between the MRL/MpJ and SM/J strains. RNA samples were labeled and hybridized to the mouse gene 1.0 ST microarray (Affymetrix, Santa Clara, California). Microarray data were imported in R (http://www.r-project.org) and processed using the \textit{affy} package from Bioconductor (http://bioconductor.org). Normalization of the data was performed using robust multi-array average without any background subtraction. In total, 33,881 probe sets were considered.\textsuperscript{8} Data were downloaded from the QTL Archive (http://www.qtlarchive.org).

2.2. Transcript Selection

Following the initial study, we performed eQTL scans using R/qtl\textsuperscript{9} to test the association of every transcript with every marker. Transcript expression data were subjected to a Van der Waerden transformation\textsuperscript{10} prior to eQTL mapping. Pseudo-markers were generated at 2 cM spacing for each chromosome and Haley-Knott regression was performed genome-wide for each transcript. To identify suggestive eQTL ($P < 0.63$), we followed the originally-reported LOD thresholds of 2.23 and 1.44 for autosomes and the X chromosome, respectively.\textsuperscript{8} This comprised a set of candidate transcripts with at least one suggestive association, each potentially regulated by one or more genetic loci. Because we were interested in analyzing overlapping patterns of pleiotropy, we further reduced this list to a set of transcripts that were associated with at least two distinct suggestive eQTL.

2.3. Co-Expression Modules

Since the co-regulation of multiple genes is expected to be manifest as co-expression in array data, we next performed weighted gene correlation network analysis (WCGNA)\textsuperscript{11} to identify gene modules. WGCNA has been widely and successfully used to parse sets of transcripts into co-expressed modules, particularly in genetic mapping populations.\textsuperscript{12} A comprehensive list of tutorials on WGCNA can be found at http://www.genetics.ucla.edu/horvath/CoexpressionNetwork. WGCNA generates an adjacency matrix based on the underlying absolute values of Pearson correlations among all pairs of transcripts raised to a user-defined power $\beta$. Here, the $\beta$ parameter was set to 6 in order to generate the scale-free topology criterion as defined by Zhang and Horvath.\textsuperscript{13} For each module, we separately obtained the first principal component (termed “eigengenes” in WCGNA) to represent the summary expression pattern for that module. We hereafter refer to these quantitative expression vectors as \textit{module phenotypes} since they represent composite phenotypes (and the term eigengene may be confused with our distinct concept of an eigentrait in Section 2.4). Modules were queried for coherent functions using the R package GOstats.\textsuperscript{14} Both Gene Ontology annotations\textsuperscript{15} and KEGG pathways\textsuperscript{16} were queried for functional overrepresentation. GO enrichment significance scores were corrected for multiple tests using the decorrelation of GO graph structure.\textsuperscript{17}

2.4. CAPE Network Derivation

The combined analysis of pleiotropy and epistasis (CAPE) is an approach to modeling two or more phenotypes across a population harboring genetic variation. Detailed explanations
of the method have been published elsewhere\textsuperscript{7} and will be briefly summarized here. CAPE is designed to translate data from genetic studies with multiple traits into an integrated model that accounts for variance across all phenotypes. As input, the method requires two or more quantitative phenotypes and a matrix of genotype values at markers across the genome. Variants can be engineered mutations such as gene knockouts or amplifications, or natural variants that are commonly used to map QTL. In this work, the variants will be the modQTL associated with module phenotypes. The model of variants affecting phenotypes is obtained by multivariate linear regression followed by a novel reparametrization of the results.\textsuperscript{7} For a given pair of genetic variants, this reparametrization recasts the set of interaction coefficients (one for each trait) in terms of two coefficients that describe how each variant suppresses or enhances the effects of the other. This procedure translates trait-specific interaction terms into trait-independent, directed edges between the two variants, providing a common model of gene action that consistently fits all traits. These quantitative, variant-to-variant influences can be readily interpreted as genetic suppression or enhancement. When combined with the variant-to-phenotype edges, the final output is a directed network of both direct and indirect effect of variants on multiple traits. CAPE is available as an R package (\url{http://cran.r-project.org/web/packages/cape}), which was used in our analysis.\textsuperscript{18}

We first identified a subset of modules suitable for CAPE. Each module phenotype was first scanned for modQTL associations,\textsuperscript{12} with candidate loci identified using a suggestive threshold ($P < 0.63$) based on a null distribution generated from 100 permutations. Genetic markers were used as loci for regression, with homozygous MRL/MpJ markers coded as 0, heterozygous markers as 0.5, and homozygous SM/J markers as 1. CAPE modules were then selected by identifying module phenotypes with a combination of candidate modQTL that included both shared and unique associations, and exhibited some degree of correlation (Figure 3). These criteria are essential to the CAPE method, given that it requires biologically related phenotypes (e.g. all modules related to kidney function) that also exhibit unique signals from which to draw functional distinctions.

The selected module phenotypes and sample genotypes were then used as input for the R implementation of CAPE.\textsuperscript{18} As a first step in the analysis, CAPE decomposes all phenotypes into eigentraits using singular value decomposition (SVD). This procedure reorganizes the phenotypes into common and distinct signals that are expected to map to common and distinct genetic loci. Each eigentrait is scanned for its own QTL, and a user-defined number of eigentraits are selected for further analysis. This allows one to filter non-genetic signals in the data and maximizes efficiency in the analysis. In this case, the eigentraits were linear combinations of the module phenotypes. A suggestive threshold was used ($P < 0.63$, determined via 200 permutation tests) and the union of all suggestive markers comprised the set of markers to undergo pair-wise association tests.

Pair-wise regression models were derived and reparametrized following the CAPE method.\textsuperscript{7,18} In all except specified instances, default CAPE parameters were used. To avoid effects due to LD, we omitted marker pairs with genotypes showing Pearson correlation above 0.6. Effects from QTL to eigentraits are then recomposed to map modQTL-to-phenotype influences. We performed 100,000 permutations to generate empirical $P$ values for each parameter.
in the model, and then performed a false discovery rate (FDR) correction \(^{19}\) to compute \(q\) values. For the final network model, we used a significance cutoff of \(q < 0.05\) on both variant-to-variant and variant-to-phenotype influences.

3. Results

3.1. Selected Transcripts

We performed eQTL scans on 33,881 probe transcripts across 254 independent genetic markers. This procedure yielded 53,134 suggestive associations for 26,097 transcripts, including both \(cis\)- and \(trans\)-acting loci (Table S1). In order to restrict our analysis to pleiotropic loci, we identified the number of \(trans\) eQTL per chromosome. This varied from 5977 transcripts associated with Chr 1 to 1101 transcripts associated with Chr 10. Since we were particularly interested in the loci associated with the ACR phenotype we concentrated our analysis on the top eight chromosomes, which comprised 60% of the associations. As in the previous study,\(^{8}\) Chrs 1, 4, 15, and 17 were among the top \(trans\) chromosomes. With our weak significance cutoff, we also found four additional candidate chromosomes (Chrs 2, 6, 7, and 11). These patterns suggested widespread co-regulation of hundreds of genes by a few genetic loci. To explore potential pleiotropic effects, we selected the 8,144 transcripts associated with two or more of these chromosomes in order to analyze how these loci affect transcripts both jointly and distinctly. This provided us a large number of overlapping endophenotypes while maintaining focus on a tractable number of biological processes.

3.2. Gene Modules Analysis

WCGNA was performed on the 8,144 transcripts identified in the previous step. We obtained 14 distinct modules, which were automatically assigned color identifiers by the software. The number of genes per module ranged from 25 to 1299 (Table S2). We queried each module for functional overrepresentation and found GO and KEGG associations for nearly all modules at a significance of \(P < 10^{-4}\) (Table S3). We observed a diversity of processes across modules, which included small organic molecule metabolism, macromolecule metabolism, immune processes, and structural development. However, the largest modules were concentrated in metabolic and transcriptional processes. These module results generally matched the KEGG pathways identified in the original analysis of the data,\(^{8}\) which were obtained through a different analytical procedure.

We next assessed correlations between module phenotypes. Since the CAPE method relies on moderately correlated data, we sought pairs of modules with similar, but not redundant, profiles. The module phenotypes exhibited absolute Pearson correlations ranging from 0.001 to 0.8 (Figure S1).

3.3. Single-Locus Genome Scans

We performed single-locus scans on the 14 module phenotypes to assess common associations and pleiotropic loci (Figure S2). As expected, most (82%) of the suggestive \((P < 0.63)\) modQTL were located on the eight chromosomes that were pre-selected for associations with individual
Table 1. Summary of gene modules used in CAPE analysis.

<table>
<thead>
<tr>
<th>Module</th>
<th>Genes</th>
<th>Suggestive modQTL</th>
<th>Representative GO Function</th>
<th>Representative KEGG Pathway</th>
</tr>
</thead>
<tbody>
<tr>
<td>blue</td>
<td>969</td>
<td>2,4,7,9,11,15</td>
<td>oxoacid metabolic process $\left(6 \times 10^{-13}\right)$</td>
<td>fatty acid metabolism $\left(8 \times 10^{-8}\right)$</td>
</tr>
<tr>
<td>grey</td>
<td>1299</td>
<td>1,4,9,11,17</td>
<td>oxidation-reduction process $\left(1 \times 10^{-4}\right)$</td>
<td>oxidative phosphorylation $\left(3 \times 10^{-3}\right)$</td>
</tr>
<tr>
<td>turquoise</td>
<td>1228</td>
<td>1,17</td>
<td>translational initiation $\left(8 \times 10^{-5}\right)$</td>
<td>cell cycle $\left(5 \times 10^{-5}\right)$</td>
</tr>
</tbody>
</table>

transcripts. Chrs 1, 4, 11, and 17 had the greatest number of associations, suggesting a strong biological overlap with the ACR phenotype. The number of suggestive modQTL ranged from one locus (magenta module) to eight loci (brown module).

3.4. Pair-Wise Scans and Interaction Network

We next performed two-locus interaction scans and CAPE reparametrization to derive a network of pleiotropic effects on gene modules. We selected modules with partial pleiotropy and correlation for further analysis, since modules with simpler genetic associations would not require genetic dissection with CAPE. We selected the three largest modules for CAPE analysis, summarized in Table 1. These modules met the criteria of exhibiting moderate correlations (Figure 3A) and had suggestive associations with one or more pleiotropic modQTL (Table 1). They comprised 78% of the annotated genes in all modules together, thereby accounting for the vast majority of expression variance in the data set. All modules had multiple significantly enriched annotations (Table S3). The blue module contained specific acid metabolic processes and transport genes. The grey module was concentrated in metabolic processes, programmed cell death, and catabolism. Although WCGNA assigns the grey color to transcripts that do not belong to any other module based on correlated expression, and therefore might not be co-expressed in some cases, our pre-selection of transcripts based on eQTL associations generated a grey module phenotype with sufficient common signal to generate modQTLs and a gene set with common functional annotations. Genes in the turquoise module were associated with gene expression and RNA metabolism, and other cell cycle processes. While it would have been feasible to include additional modules in the analysis, many of the modules had relative weak associations and poor correlation with other modules (Figures S2 and S3), suggesting CAPE analysis would provide little additional information. Furthermore, the addition of phenotypes associated with non-pleiotropic modQTL will likely have distinct genetic etiology, and thus can weaken significance of CAPE results by adding genetically independent variance.

We performed SVD on the three selected module phenotypes to obtain three eigentraits (Section 2.4), which represent linear combinations of the three module phenotypes (Figure 3B). We scanned each eigentrait for QTL associations and found that most of our candidate modQTL were associated with the first and/or second eigentrait, suggesting that the genetically-driven variance is captured by these two composite phenotypes. Additionally, the first two eigentraits are of comparable weight and together account for 87% of the global variance. We therefore used these two eigentraits in our analysis, which is the default for CAPE. A total of 54 candidate markers were identified by pooling those markers with suggestive ef-
ffects, leading to 1303 marker pairs tested after removing pairs in LD. After performing the interaction analysis (Section 2.4) we transformed the eigentraits back to the original module phenotypes. This transformation does not change modQTL-to-modQTL influences.\(^7\) An adjacency matrix of significant results for all marker pairs is shown in Figure 4. This nonsymmetric matrix maps directed edges from each source marker to each target marker or target phenotype (rightmost columns).

A summary interaction network is shown in Figure 5. To avoid redundant interactions and nodes due to adjacent markers within a given modQTL, each modQTL-containing chromosome is represented by a single node. Although the pleiotropic modQTL and genetic interactions consistently map to the same regions on the indicated chromosomes (Figures 4 and S4), the relatively large intervals preclude reliable identification of candidate genes and therefore we simply represent the modQTL with chromosome names. Network nodes represent the effect of the SM/J allele at each modQTL. Thus the modQTL-to-phenotype edges represent the effects of a SM/J allele at the modQTL, and negative modQTL-to-modQTL interaction represents the presence of a SM/J variant at one locus suppressing another SM/J variant at a second locus. All interactions between modQTL were negative, consistent with the vast majority of findings in intercross experiments.\(^20\) This may be due to functional redundancy between modQTL, suggesting that variants within pathways underlie the interactions.\(^21–23\) In sum, we detected six significant modQTL-to-modQTL interactions between chromosome pairs and 15 significant modQTL-to-phenotype interactions.

Our interaction network most prominently detected interactions between Chr 1, 4, and 15. These correspond to QTL previously associated with ACR and kidney health,\(^8\) and also comprised the most significant influences in our analysis. The co-suppression observed between Chr 1 and Chr 15 and between Chr 4 and Chr 15 suggest candidate genes of similar function underlie these modQTL. This genetic co-suppression was frequently observed for knockdowns of genes in the same pathways in a previous study of fly cell proliferation,\(^23\) and is a consequence of highly redundant effects when SM/J alleles are present at both loci. We also note
that upon conditioning on interaction effects, these modQTL are pleiotropic, with each significantly influencing both the blue and grey modules. Interestingly, the turquoise module is primarily influenced by a network of interactions between modQTL on Chrs 7, 9, and 17. The Chr 9 modQTL suppression of the Chr 17 modQTL is an example of how the CAPE method can identify indirect effects between loci, in that the Chr 9 SM/J-derived effects on the turquoise and grey modules are mediated via the presence of an SM/J allele at the Chr 17 locus. The hypothesis is that Chr 9 allele indirectly acts to suppress the Chr 17 allele, and this conditional dependence on the Chr 17 modQTL renders the Chr 9 modQTL only marginally significant when considered in isolation (Figure S2).

4. Discussion and Conclusions

The CAPE method has been developed to map networks of how multiple genetic variants interact to affect multiple phenotypes, thereby identifying shared and distinct genetic etiology of complex traits. Here, we have applied this approach to address the regulation of kidney gene expression in an inbred mouse intercross. This required a focused approach to identifying patterns of co-expressed genes, followed by an application of the CAPE algorithm that separated the co-regulation of those genes in a network of causal genetic loci.

![Adjacency matrix of interactions derived with CAPE (FDR q < 0.05). Markers are designated as sources or targets of directed interactions, and marker-to-phenotype influences are in the rightmost columns. Only candidate markers are shown with chromosome locations labeled, and grey dots marking pairs that were not tested due to LD. Standardized effects (effect divided by standard error) are shown to reflect significance.](image-url)
Fig. 5. Summary interaction network derived with R/cape, with interacting modQTL labeled by chromosome location on white nodes and gene modules on nodes colored by WCGNA assignments. Width of positive (green) and negative (red) edges represent significance in terms of standardized effect size.

4.1. Co-Expressed Gene Modules as Complex Pleiotropy

By clustering transcripts into modules, we efficiently identified common trans-acting modQTL that regulate multiple co-expressed genes. Although this strategy will not detect the majority of cis eQTL, which can be readily detected through direct associations of each individual transcript, it quickly identifies trans modQTL that exhibit pleiotropy by affecting multiple gene modules. Furthermore, the coherent expression patterns within each gene module were used as summary traits representing the activity levels of multiple biological processes. This allowed the use of the CAPE approach to map an interacting network of causal gene variants, providing an enhanced view of how multiple genetic variants commonly and differentially affected multiple gene expression patterns in the kidneys of genetically diverse mice.

4.2. How Genetic Interactions Modify Pleiotropic Effects

By simultaneously analyzing genetic interactions across multiple module phenotypes, we were able to identify cases in which pleiotropic modQTL are directly associated with a module and cases in which the modQTL was indirectly affecting a module via interaction with a second modQTL. This separation provides an improved genetic model of how the modQTL might affect overall kidney health through two or more processes. The interaction cascade observed for Chr 7, 9, and 17 suggests a series of co-dependent effects from the SM/J variant at these loci (Figure 5). When all three modQTL are inherited from SM/J, the model implies that the Chr 9 and Chr 17 modQTL are suppressed and ineffective, leading to an overall Chr 7 positive effect on the expression of the turquoise and blue modules. However, changing this scenario with an MRL/MpJ allele at the Chr 9 modQTL implies the Chr 17 modQTL counteracts the effect of the Chr 7 modQTL on the turquoise module, leaving the primary effect of the Chr 7 modQTL on the blue module only and therefore diminishing its pleiotropic effect. Examples of epistasis-dependent pleiotropy are a key element of hypotheses generated from CAPE, and their inference requires a systematic integration of both epistasis and pleiotropy in a single model of genetic effects.
4.3. Overlapping Patterns of Pleiotropy to Model Complex Traits

At the core of the CAPE method is the use of multiple QTL with partially overlapping patterns of pleiotropy over a panel of complex traits. The information coded in these patterns is used to constrain models of genetic interactions and, at the same time, map pleiotropic effects as either independent or dependent on other QTL. Thus the appropriate choice of phenotypes in analysis is essential. The most direct method is to perform single-locus scans for all phenotypes to identify shared QTL regions, with the assumption that the causal variant is common to all phenotypes. However, the sensitivity of QTL significance on limited sample numbers can rarely preclude that a QTL that falls slightly below a significance threshold is in fact causal.

In this work, we have surmounted this problem by allowing highly permissive significance thresholds for pre-selection of potentially interacting loci. Nevertheless, some of our modules exhibited few suggestive modQTL or unique loci, such as the distal Chr 6 locus that dominates the magenta module scan (Figure S2). An alternative, related approach is to select phenotypes with moderately correlated values across all samples, such as Pearson correlations of 0.3-0.8. Excessive correlation among phenotypes generates redundant genetic associations, which are ineffective for the CAPE approach, while a lack of sufficient correlation between phenotypes introduces too many conflicting signals to arrive at a common genetic model. Finally, we note that an excess of complex phenotypes can reduce the ability of CAPE to find a common genetic model. While the number of phenotypes that can be co-analyzed is theoretically unlimited, the core of the analysis is based on a dimensional reduction of a series of epistasis coefficients (one for each phenotype) to two influence parameters describing how a pair of QTL influence each other in either direction. While the method maximizes the amount of phenotype information in two degrees of freedom independently for each locus pair, conflicting data can weaken the interaction signal. Indeed, in an earlier study of global transcript data that directly modeled principal components instead of more focused co-expression modules, it was found that simultaneously modeling more than three components diluted the power to detect interactions. This finding applies whether the additional components are interpreted as experimental noise or additional biological signal.

4.4. Potential Extensions and Validation

The genetic models obtained by CAPE are formulated in terms of inferred influences that quantify the associated effects of variants on (1) all phenotypes; and (2) the effective weight of other variants on the phenotypes. The resulting networks structure provides a hypothesis of regulatory architecture, but does not provide any direct evidence of molecular binding. When available, the network can be used as a template for the integration of complementary molecular interaction data, with candidate regulatory interactions limited by the sign and direction of each variant-to-variant influence. In systems lacking existing molecular interaction data, the inferred networks can serve to direct experimental validation to specific combinations of loci. For example, the binding sites of a candidate transcription factor may be predicted to be modified by the presence of a second trans-acting variant. This could be directly assayed with chromatin immunoprecipitation experiments performed with and without the second variant. This framework can guide follow-up investigations by providing additional constraints to
prioritize candidate regulators.

**Supplementary Material**

Tables S1-S3 and Figures S1 and S2 are located at [http://carterdev.jax.org/psb2014](http://carterdev.jax.org/psb2014).
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Genotyping and large-scale molecular phenotyping are already available for large patient cohorts and will soon become routinely available for all patients. Exome or complete genome sequences are being increasingly collected and are explored as newborn screening technologies. These data are setting the stage for rapid advances in personalized medicine, enabling better disease classification, more precise treatment, and improved disease prevention. Robust statistical and computational methods for analyzing these data are critical to realizing the promise of genome-based medicine. The challenges span from accurate low level analyses of high throughput datasets to identification of causal links between different layers of molecular information, and incorporating them into diagnostics. Important analysis problems include accurate phenotypic characterization, identifying and correcting for latent structure, dealing with missing data, deciding at what level to test (e.g. single base pair values, sets of polymorphisms, exonic regions, etc.), data heterogeneity, the problem of multiple testing, integrating various modalities, deducing functional consequences \textit{in silico}, addressing data quality, and making sense of new data types as they become available.
For example, in genome-wide association studies, population structure and family relatedness can reduce power and cause spurious associations. In gene expression and epigenetic studies, experimental artifacts and environmental influences have been shown to corrupt results of naive analyses. All of these problems can be tackled by various classes of latent variables, such as those related to Principal Components Analysis and probabilistic variations thereof, linear and non-linear mixed models. These models learn latent factors from the large scale of the data—-that is, patterns which permeate many of the features, and therefore speak to wide-spread “contamination”. By removing these broad patterns, we hope to be left with the true associations; however, being certain of this is difficult [1-14].

Using patient genotype to inform treatment in the clinic is limited by our ability to accurately predict the impact of genetic variation, and the lack of models for its mechanistic effect. While whole genome sequencing has been successfully used to identify causal mutations for severe developmental disorders and other Mendelian diseases, use of genotype information has not yet permeated clinical practice, save for a handful of single locus tests [15]. Personalized approaches, however, are becoming increasingly common in applications to cancer treatment, albeit these are at present mostly limited to a research setting. Questions that remain are whether to treat the sequence data as clinical test, and only report known causal locus results for any phenotype under heavy regulation, or whether to broadly disclose any incidental findings. Many found variants are of unknown effect, and precise statistical models, as well as convenient software are needed to help practitioners make decisions [16]. To this end, efforts such as Critical Assessment of Genome Interpretation [17,18] are performing controlled experiments to probe the limits of our ability to predict phenotype from genotype.

The path from genotype to disease state goes through intermediate phenotypes [19]. To modulate the disease risk or trait, one of the molecular intermediates must be changed in a controlled way using small molecules or changes in environment, but one current limitation is finding out the right targets for these interventions. A first level of understanding should come from genetic mapping studies - to which extent do the loci responsible for heritable disease risk affect intermediate traits? Some progress has been made on this front over the last years, especially for RNA levels [20,21], but also protein and metabolite abundances [22,23], with much remaining to be done. The next task is distinguishing the actual drivers of ailment from traits that do respond to genotype, but do not cause disease. Causal models, such as Mendelian randomization methods, will play a crucial role in separating out the molecular causes of disease from the high-dimensional state of the organism [24,25].

Clinical grade confidence in data and methods to use genome information for providing better treatment has been difficult to establish, with heterogeneous and imperfect medical records also remaining a real bottleneck. However, each year brings more rigor and agreement in applications of genome-based personalized medicine in the field. Still, much work is required in all areas, from basic discovery of molecular mechanisms of disease pathology, to statistical methods of causality and publicly available computational infrastructure to deliver on the promise of genetic information in the clinic. The payoffs will be large.
**Session contributions**

The session keynote is given by Robert Gentleman, who has spearheaded the use of computational methods in biology and medicine [26], and is currently employing them to design cancer therapeutics.

The availability of inexpensive partial genotype data, and increasingly cheaper full genome sequencing to complement traditional diagnostic markers has fuelled the promise of personalised genomic medicine. However, genetic tests inform the diagnosis and treatment for only a minority of heritable disease cases in clinic today. This is partly due to low explanatory power of common small effect variants that underlie the common disease risk, but also due to larger effect alleles not being well captured by standard genotyping arrays as they have low frequency. In our session, Martin et al. analyse the performance of different genotyping platforms for imputing rare coding variation. Perhaps somewhat surprisingly, they find that genotyping arrays dedicated to measuring rare exome variants can be less useful in imputing unobserved rare variants than dense common variant arrays. This occurs because the latter are actually able to tag unmeasured variants (including rare ones) better than the specialized rare variant chips.

Interpreting incidental findings in whole-genome sequencing is difficult, and can take up considerable time of clinicians and genetic counselors. Daneshjou et al. will present PATH-SCAN, a publicly available tool that automatically annotates the variants that have been designated as pathogenic by ClinVar. The tool is expected to accelerate the analysis of genes that have been recommended by the American College of Medical Genetics and Genomics to be followed up and reported to the patient.

Also in our session, Zhe et al. tackle the problem of employing genotype and endophenotypes (intermediate phenotype) in disease diagnosis. Focussing on dissecting the genetic basis of Alzheimer’s disease, a neurodegenerative disorder, they apply a latent variable model to the genotypes, magnetic resonance imaging, and diagnosis label where all the three types of observed features are sparse manifestations of a single continuous underlying disease state. After learning the model parameters, they then use them to predict disease state in a patient cohort, achieving better performance compared to current alternatives, and also uncovering several potentially causal links between genotype and the measured endophenotypes.

An important role for personalized medicine is in predicting frequency of drug side effects from genotype. Oetjens et al. genotyped 34 genes for 127 heart transplant recipients, 35 of whom had an adverse reaction to an immune suppressor. Incorporating data from electronic medical records, known predisposition to chronic kidney disease, and broad variance components in the genotype, the authors identified a single non-synonymous variant that significantly increased the risk of renal failure. Their study serves as a nice proof-of-principle that even with limited sample size and number of genotyped loci, genotype-dependent side effects can be identified using statistical analyses of longitudinal data.

Parikh et al. consider the problem of simultaneously inferring gene expression networks from a series of evolving conditions (e.g., healthy tissue versus cancer stages) to identify functional roles of individual genes and pinpoint the causal changes. They propose a model that finds a sparse representation of the gene co-expression patterns sharing information across the different stages in a principled manner, and one which accounts for potential differences in the network structures.
Finding individual-specific contributors to immune response can help inform therapy of viral infections. In our session, Perina et al. propose a bag of words model to describe the distribution of epitopes presented by cells that are targeted by immune surveillance mechanisms. Their approach is able to better explain the correlations between individual epitopes compared to alternatives. For a clinical application, they test the models on a cohort of HIV patients to find links between distribution of epitopes and the viral load.

References


The American College of Medical Genetics and Genomics (ACMG) recently released guidelines regarding the reporting of incidental findings in sequencing data. Given the availability of Direct to Consumer (DTC) genetic testing and the falling cost of whole exome and genome sequencing, individuals will increasingly have the opportunity to analyze their own genomic data. We have developed a web-based tool, PATH-SCAN, which annotates individual genomes and exomes for ClinVar designated pathogenic variants found within the genes from the ACMG guidelines. Because mutations in these genes predispose individuals to conditions with actionable outcomes, our tool will allow individuals or researchers to identify potential risk variants in order to consult physicians or genetic counselors for further evaluation. Moreover, our tool allows individuals to anonymously submit their pathogenic burden, so that we can crowd source the collection of quantitative information regarding the frequency of these variants. We tested our tool on 1092 publicly available genomes from the 1000 Genomes project, 163 genomes from the Personal Genome Project, and 15 genomes from a clinical genome sequencing research project. Excluding the most commonly seen variant in 1000 Genomes, about 20% of all genomes analyzed had a ClinVar designated pathogenic variant that required further evaluation.
1. Background and Significance

The era of personalized genomics received a jumpstart in 2007, when 23andMe, deCODEme, and Navigenics began to offer Direct to Consumer (DTC) personal genetic testing. Reports from these companies include genotyping of up to hundreds of thousands of loci with phenotypic interpretation for dozens to hundreds of traits and conditions based mainly upon genome wide association studies (GWAS). The use of such genetic information in a clinical setting has been slower to develop, although several academic medical centers have established genomic medicine programs. Moreover, with the falling price of next generation sequencing, the number of whole genomes and exomes being sequenced is steadily increasing. Whole genome or exome sequencing provides much more data than genotyping, especially with regards to rare and private mutations. As a consequence, incidental findings in an individual’s genome beyond the scope of the research or clinical question are likely to exist. There is some debate surrounding the handling of the so-called “incidentalome”, particularly since novel, rare, or private mutations may be difficult to interpret and a full interpretation is cost prohibitive in most settings. Recently, the American College of Medical Genetic and Genomics (ACMG) put out a report with recommendations on which incidental findings should be specifically analyzed and reported. In this case, “incidental findings” refer to pathogenic or potentially pathogenic variants discovered in a subset of genes during whole genome or exome sequencing, regardless of the reason sequencing was ordered. The list of 57 genes covering 24 conditions put forward by the ACMG are those that have medically actionable outcomes. For example, the list includes BRCA1 and TNNI3, mutations in which can lead to breast cancer and hypertrophic cardiomyopathy, respectively. Currently, it is not known exactly what percentage of individual genomes will carry such variants, and an understanding of the pathogenic burden will allow researchers to better understand the resources required to evaluate such variants. Here, we present a publicly available tool, PATH-SCAN, which annotates genomes for ClinVar designated pathogenic variants in the list of genes recommended by the ACMG.

2. Methods

PATH-SCAN allows a researcher or individual to analyze and annotate individual exomes or genomes for a set of pathogenic variants identified in the ClinVar database in the genes put forward by the ACMG. These annotations are presented in a report with genomic information and links to additional information. Due to the consequences of many of these variants, security and privacy are mainstays of the PATH-SCAN program. PATH-SCAN maintains complete privacy by performing all analyses on an individual’s local machine, similar to a previously described genotype analysis tool, INTERPRETOME. PATH-SCAN offers an option to anonymously submit data to our research group allowing us to use crowd sourcing to determine the prevalence of pathogenic variants found in the ACMG gene list.

2.1. Pathogenic Variant Selection

Pathogenic variants were selected from the National Center for Biotechnology Information’s (NCBI) ClinVar variant call file (VCF). From this database of variants, those variants with at least
one submission as “pathogenic” were extracted and annotated with links to other clinically relevant databases. Since the ClinVar database is a collaborative database with potentially variable quality in individual variant results, we filtered out any variant that was tagged with a “variant suspect” code. A variant might be labeled as such for several reasons, including being called from an old genomic alignment or a suspected paralog. From this list, we then extracted only the variants that mapped to the 57 genes listed in the ACMG report. Gene boundaries were determined using GRCh37.p10. In total, ClinVar had records for 994 variants designated as pathogenic across 57 genes. These variants are included in the PATH-SCAN package. The original ClinVar VCF can be found here [http://www.ncbi.nlm.nih.gov/variation/docs/human_variation_vcf/](http://www.ncbi.nlm.nih.gov/variation/docs/human_variation_vcf/). The use of other databases is allowed in case an individual wishes to use an alternative database for annotation (see Appendix).

2.2. Analysis Tool

Our cross-platform program, PATH-SCAN, utilizes a database of 994 variants to scan personal genomes and annotate them. The annotations produced by PATH-SCAN are made available to the end user or researcher as a local html page with a simplified user interface for increased accessibility and transparency. To assist interpretation of this information and provide a model for future genome interpretation tools, each recognized variant and annotation is presented alongside links to relevant educational resources, including ClinVar, OMIM, and consolidated Gene Reviews from the National Center for Biotechnology Information (NCBI).

Crowd sourcing data collection was accomplished by making a submission link available that transfers de-identified anonymous information back to our data collection server. In order to prevent any privacy concerns regarding this data collection, PATH-SCAN only transmits the total number of pathogenic variants annotated for each gene (e.g. the total pathogenic burden per gene of an individual genome) as well as a unique key to prevent duplicate submissions from unwary users. Additional information such as ancestry is optional to transmit. The unique key is calculated by PATH-SCAN automatically by hashing the personal genome file using the SHA-2 family of cryptographic functions. In addition to these security measures, a privacy message is presented before the user can submit their data. For the personal genomes we had direct access to, the full annotations made by PATH-SCAN were used to collect data on individual diseases and variants as well as aggregate distributions of pathogenic variants across individuals.

PATH-SCAN is a command line utility that was developed in Python 2.7.5 and has no external dependencies. The PATH-SCAN program comes pre-loaded with the existing database of pathogenic variants. We also have the ability to load updated databases pending re-releases of the ACMG recommendation or for custom made variant databases. PATH-SCAN will automatically detect and process variant call files (VCFs), tab-separated variant (TSV) files from Complete Genomics, and SNP chip results from 23andMe. Because 23andMe only genotypes SNPs, PATH-SCAN will not scan data in this form for indels. For a whole genome VCF file that is 336 MB, PATH-SCAN runs in 24 seconds on a machine with 16GB of RAM and a 2.3 ghz processor. The script and database are bundled and available for download online at: [http://montgomerylab.stanford.edu/pathscan.zip](http://montgomerylab.stanford.edu/pathscan.zip).
2.3. Applying PATH-SCAN to existing datasets: 1000 Genomes, Personal Genomes Project, and a clinical sequencing project

We pilot tested PATH-SCAN on the 1092 individuals from the 1000 Genomes project publicly available low coverage (~4x) genomes. We also investigated how ancestry affected the number of variants found in each population. Additionally, we tested PATH-SCAN on exome chip data for 2123 individuals from the 1000 Genomes project. These individuals overlap with the 1092 whole genome data.

We also tested our tool on 163 Genomes downloaded from the Personal Genomes Project, which were in the Complete Genomics format (www.personalgenomes.org/community.html). We only considered variants called with high quality. High quality variants are called on homozygous calls with a quality score greater than or equal to 20 and heterozygous calls with a quality score greater than or equal to 40 under the maximum likelihood variable allele fraction.

In addition to the larger scale, low-coverage studies previously discussed, we tested our tool on a clinical sequencing project consisting of 15 individuals (3 trios and 4 unrelated individuals).

3. Results

3.1. Pathogenic variants studied

By filtering ClinVar for variants with evidence of pathogenicity in the subset of ACMG guideline genes, we selected 994 variants that our tool evaluates. These variants include 651 single nucleotide polymorphisms (SNPs) and 343 small insertions/deletions (indels). 65.5% of the pathogenic variants evaluated were SNPs, evenly distributed across all 12 non-synonymous nucleotide-to-nucleotide transversions. Variants were not evenly distributed across the 57 genes, with BRCA1 and BRCA2 having the largest number of variants (Figure 1). An example of the output of PATH-SCAN can be seen in Figure 2.

![Figure 1: Total number of pathogenic variants found per gene in ClinVar. In total there were 994 variants distributed across the 57 genes specified by the ACMG recommendations.](image-url)
3.2. **PATH-SCAN identifies variants in 1000 Genomes Data**

Out of 1092 individuals with low coverage genome data, 633 have at least one ClinVar designated pathogenic variant reported in one of the ACMG genes. Out of the 2123 exome-chipped individuals (which overlaps with the 1092 individuals with whole genomes), 997 individuals had at least one variant reported. The most common variant seen was rs1805124 (SCN5A), which was seen in 41.2% of individuals (Table 1). This variant has an allele frequency of about 20% in the 1000 Genomes population. Excluding this very common variant, out of 1092 low coverage genomes, 225 individuals had at least one pathogenic variant in one of the ACMG genes, and 237 individuals had at least one pathogenic variant in the exome chip data.

### Table 1: Variants and individual frequencies seen in the 1000 Genomes Project Data. Absent data from the exome chip columns due to incomplete sequencing coverage in those individuals. Frequencies represent frequency of individuals with at least one copy of the variant and not allele frequencies.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Disease</th>
<th>rsID</th>
<th>4x Genome (1,092 indiv.)</th>
<th>Exome Chip (2,123 indiv.)</th>
<th>Freq.</th>
<th>Freq.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>APC</strong></td>
<td>Familial adenomatous polyposis</td>
<td>rs137854567</td>
<td>2</td>
<td>-</td>
<td>0.002</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rs1801166</td>
<td>8</td>
<td>-</td>
<td>0.007</td>
<td>-</td>
</tr>
<tr>
<td><strong>DSP</strong></td>
<td>Arrhythmogenic right-ventricular cardiomyopathy</td>
<td>rs121912998</td>
<td>4</td>
<td>-</td>
<td>0.004</td>
<td>-</td>
</tr>
<tr>
<td><strong>LMNA</strong></td>
<td>Hypertrophic cardiomyopathy, dilated cardiomyopathy</td>
<td>rs57830985</td>
<td>1</td>
<td>-</td>
<td>0.001</td>
<td>-</td>
</tr>
<tr>
<td><strong>MSH6</strong></td>
<td>Lynch syndrome</td>
<td>rs2020912</td>
<td>11</td>
<td>13</td>
<td>0.010</td>
<td>0.006</td>
</tr>
</tbody>
</table>
### SCN5A
- Romano–Ward long QT syndrome types 1, 2, and 3, Brugada syndrome
  - rs1805124: 450, 0.412, 852, 0.401
  - rs41261344: 26, 0.024, 72, 0.034
  - rs45620037: 1, 0.001, -, -
  - rs7626962: 26, 0.024, 65, 0.031

### SDHB
- Hereditary paraganglioma–pheochromocytoma syndrome
  - rs11203289: 19, 0.017, -, -
  - rs33927012: 17, 0.016, 30, 0.014

### SDHD
- Hereditary paraganglioma–pheochromocytoma syndrome
  - rs11214077: 20, 0.018, -, -
  - rs34677591: 13, 0.012, -, -

### STK11
- Peutz–Jeghers syndrome
  - rs59912467: 28, 0.026, 61, 0.029

### TP53
- Li–Fraumeni syndrome
  - rs28934576: 1, 0.001, -, -

### TSC1
- Tuberous sclerosis complex
  - rs118203576: 48, 0.044, -, -
  - rs118203657: 5, 0.005, -, -

### 3.3. PATH-SCAN identifies variants in the Personal Genomes Project

We applied PATH-SCAN to 163 genomes in Complete Genomics format. 77 of these individuals were found to have at least one variant. The most common variant, once again, was rs1805124 (Table 2). Excluding this variant, 27 individuals had at least one variant in one of the ACMG guidelines genes.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Disease</th>
<th>rsID</th>
<th>PGP Genomes (163 individuals)</th>
</tr>
</thead>
<tbody>
<tr>
<td>APC</td>
<td>Familial adenomatous polyposis</td>
<td>rs1801166</td>
<td>5</td>
</tr>
<tr>
<td>DSG2</td>
<td>Arrhythmogenic right-ventricular cardiomyopathy</td>
<td>rs193922639</td>
<td>2</td>
</tr>
<tr>
<td>FBN1</td>
<td>Marfan syndrome, Loeys–Dietz syndromes, and familial thoracic aortic aneurysms and dissections</td>
<td>rs137854475</td>
<td>1</td>
</tr>
<tr>
<td>KCNQ1</td>
<td>Romano–Ward long QT syndrome types 1, 2, and 3, Brugada syndrome</td>
<td>rs267607197</td>
<td>1</td>
</tr>
<tr>
<td>RET</td>
<td>Multiple endocrine neoplasia type 2; Familial medullary thyroid cancer</td>
<td>rs77724903</td>
<td>1</td>
</tr>
<tr>
<td>SCN5A</td>
<td>Romano–Ward long QT syndrome types 1, 2, and 3, Brugada syndrome</td>
<td>rs1805124</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rs41261344</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rs137854610</td>
<td>1</td>
</tr>
<tr>
<td>SDHB</td>
<td>Hereditary paraganglioma–pheochromocytoma syndrome</td>
<td>rs33927012</td>
<td>7</td>
</tr>
<tr>
<td>SDHD</td>
<td>Hereditary paraganglioma–pheochromocytoma syndrome</td>
<td>rs11214077</td>
<td>5</td>
</tr>
</tbody>
</table>
### 3.4. Analyzing variant burden across populations

We looked at the variant detection in the different 1000 Genomes populations (Table 3). Because of the high allele frequency of rs180524, we looked at the frequencies with and without this SNP.

#### Table 3: Number of variants seen in the different 1000 Genomes populations. ACB - African Caribbean in Barbados; ASW - HapMap African ancestry individuals from Southwest US; CDX - Chinese Dai in Xishuangbanna, China; CEU – Utah residents with Northern and Western European ancestry; CHB - Han Chinese in Beijing; CHD - Chinese in metropolitan Denver, CO; CHS – Southern Han Chinese; CLM - Colombian in Medellin, Colombia; FIN -HapMap Finnish individuals from Finland; GBR - British individuals from England and Scotland; GIH - HapMap Gujarati India individuals from Texas; IBS - Iberian populations in Spain; JPT – Japanese in Tokyo, Japan; KHV - Kinh in Ho Chi Minh City, Vietnam; LWK - Luhya individuals in Webuye, Kenya; MKK- HapMap Maasai individuals from Kenya; MXL - HapMap Mexican individuals from LA California; PEL - Peruvian in Lima, Peru; PUR- Puerto Rican in Puerto Rico; TSI – Tuscans from Italy; YRI- Yoruba from Ibadan, Nigeria

<table>
<thead>
<tr>
<th>Population</th>
<th>4x Genome Samples (1092 total)</th>
<th>Avg. variant count/person 4x Genome</th>
<th>Avg. variant count/person 4x Genome w/o rs180524</th>
<th>Exome Chip Samples (2123 total)</th>
<th>Avg. variant count/person Exome Chip</th>
<th>Avg. variant count/person Exome Chip w/o rs180524</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACB</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>98</td>
<td>71/0.72</td>
<td>20/0.20</td>
</tr>
<tr>
<td>ASW</td>
<td>61</td>
<td>44/0.72</td>
<td>12/0.20</td>
<td>97</td>
<td>63/0.65</td>
<td>10/0.10</td>
</tr>
<tr>
<td>CDX</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>100</td>
<td>36/0.36</td>
<td>24/0.24</td>
</tr>
<tr>
<td>CEU</td>
<td>85</td>
<td>45/0.53</td>
<td>13/0.15</td>
<td>104</td>
<td>41/0.39</td>
<td>5/0.05</td>
</tr>
<tr>
<td>CHB</td>
<td>97</td>
<td>44/0.45</td>
<td>20/0.21</td>
<td>100</td>
<td>44/0.44</td>
<td>20/0.2</td>
</tr>
<tr>
<td>CHD</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0/0</td>
<td>0/0</td>
</tr>
<tr>
<td>CHS</td>
<td>100</td>
<td>35/0.35</td>
<td>21/0.21</td>
<td>150</td>
<td>44/0.37</td>
<td>35/0.23</td>
</tr>
<tr>
<td>CLM</td>
<td>60</td>
<td>47/0.78</td>
<td>21/0.35</td>
<td>107</td>
<td>52/0.46</td>
<td>2/0.19</td>
</tr>
<tr>
<td>FIN</td>
<td>93</td>
<td>45/0.48</td>
<td>13/0.14</td>
<td>100</td>
<td>40/0.4</td>
<td>4/0.04</td>
</tr>
<tr>
<td>GBR</td>
<td>89</td>
<td>53/0.60</td>
<td>13/0.15</td>
<td>101</td>
<td>54/0.53</td>
<td>9/0.09</td>
</tr>
<tr>
<td>GIH</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>93</td>
<td>42/0.45</td>
<td>4/0.04</td>
</tr>
<tr>
<td>IBS</td>
<td>14</td>
<td>18/1.29</td>
<td>4/0.29</td>
<td>147</td>
<td>87/0.59</td>
<td>12/0.08</td>
</tr>
<tr>
<td>JPT</td>
<td>89</td>
<td>35/0.39</td>
<td>10/0.11</td>
<td>100</td>
<td>37/0.37</td>
<td>10/0.1</td>
</tr>
<tr>
<td>KHV</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>118</td>
<td>56/0.47</td>
<td>38/0.32</td>
</tr>
<tr>
<td>LWK</td>
<td>97</td>
<td>64/0.66</td>
<td>9/0.09</td>
<td>100</td>
<td>64/0.64</td>
<td>6/0.06</td>
</tr>
<tr>
<td>MKK</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>31</td>
<td>22/0.71</td>
<td>1/0.03</td>
</tr>
<tr>
<td>MXL</td>
<td>66</td>
<td>47/0.71</td>
<td>26/0.39</td>
<td>100</td>
<td>35/0.35</td>
<td>5/0.05</td>
</tr>
<tr>
<td>PEL</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>104</td>
<td>46/0.44</td>
<td>0/0</td>
</tr>
<tr>
<td>PUR</td>
<td>55</td>
<td>49/0.89</td>
<td>21/0.38</td>
<td>111</td>
<td>62/0.56</td>
<td>3/0.02</td>
</tr>
</tbody>
</table>
In 1092 Genomes, the average number of variants per genome ranged from 0.35 (CHS) to 1.29 (IBS). Without rs180524, the average number of variants per person ranged from 0.09 (LWK) to 0.39 (MXL). Populations that were closely related had similar average variants per person (Figure 3). Particular populations, such as LWK, had a much lower variant count than other populations when rs180524 was not taken into consideration.

<table>
<thead>
<tr>
<th>Population</th>
<th>Average Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSI</td>
<td>98</td>
</tr>
<tr>
<td>YRI</td>
<td>88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population</th>
<th>Average Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>69/0.70</td>
</tr>
<tr>
<td></td>
<td>22/0.22</td>
</tr>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>57/0.57</td>
</tr>
<tr>
<td></td>
<td>9/0.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Population</th>
<th>Average Variants</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>85/0.97</td>
</tr>
<tr>
<td></td>
<td>25/0.28</td>
</tr>
<tr>
<td></td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>129/0.80</td>
</tr>
<tr>
<td></td>
<td>24/0.15</td>
</tr>
</tbody>
</table>

Figure 3: Average variants per individual in 1092 Genomes (with rs1805124 removed due to high allele frequency in all populations).

3.5. Applying PATH-SCAN to a clinical genome sequencing project

In a clinical genome sequencing project consisting of 15 individuals, 2 subjects had 2 ClinVar pathogenic variants, 5 subjects had 2 ClinVar pathogenic variants, and 8 subjects had 0 ClinVar pathogenic variants. The variant list was not directly reported to us due to IRB constraints.

4. Discussion

Since the ACMG report on incidental findings was published, there has been much debate around explicitly searching for and reporting variants in the ACMG’s gene list. Issues have included the difficulty of substantiating which variants are pathogenic, the cost of additional screening, and the lack of information about how often variants are seen and how many each individual could possibly carry. Here, we present a tool, which serves as an example of how technicians, researchers, clinicians, and individuals may screen for potentially pathogenic and actionable variants. Furthermore, we have applied this tool on existing datasets and have made it available for public use in order to gauge the frequency that potentially pathogenic variants in the ACMG genes are observed.
4.1. Variant Selection

One of the major issues was outlined in the original ACMG report: “The Working Group recognized that there is no single database currently available that represents an accurately curated compendium of known pathogenic variants, nor is there an automated algorithm to identify all novel variants meeting criteria for pathogenicity.” For the purposes of this project, we selected the ClinVar database, because the variants submitted come directly from patient data. We selected only those variants that had at least one submission indicating that the variant was pathogenic in nature. A limitation of this approach is the inclusion of variants that may have conflicting submissions listing the variant as pathogenic and benign, and issues such as sample size and study population can contribute to this confusion about variant interpretation. However, the ClinVar curators are making an effort to review submissions. We recognize that variants labeled as pathogenic by ClinVar may not be viewed as so when analyzed by a clinical laboratory, genetic counselor, or clinician. However, their presence in a genome or exome will warrant evaluation in order to determine if they should be acted upon. Thus, understanding the frequency of such variants will allow us to draw conclusions about the amount of resources required to properly vet variants in the ACMG guidelines genes.

Another limitation of our database choice is that we do not pick up novel, rare, or private mutations that are not currently annotated in ClinVar. However, since we could not reliably make any inference about the pathogenicity of such variants, we selected not to include them in our publicly available tool. Finally, because most research studies are done in individuals of European descent, there is likely an overrepresentation of variants that are pathogenic in populations of European descent.14

We do note that the pathogenic variants in the ClinVar database are not evenly distributed between genes. The number of pathogenic variants reported in a gene can be influenced by several factors – including the length of the gene, the amount of selective pressure, and the number of studies focusing on the gene. Interestingly, \textit{BRCA1} and \textit{BRCA2} had the largest number of pathogenic variants. This could be due to the extensive studies on these genes and their role in hereditary breast and ovarian cancer.

4.2. Findings in the 1000 Genomes Data and Personal Genomes Project

Our successful application of PATH-SCAN to the 1000 Genomes data sets confirmed the ability of our tool to process whole genomes. In 1092 low pass genomes, 566 individuals had a pathogenic variant in one of the ACMG genes.

The most observed variant was rs1805124 (H558R), seen in 41.2% of individuals. The population allele frequency of this variant is about 20% in 1000 Genomes. This is a prime example of the challenge with implementing an automatic system to follow up on potentially pathogenic variants in ACMG genes. \textit{SCN5A} H558R has been associated with atrial fibrillation and changes in cardiac conduction.15,16 Multiple studies have also demonstrated that the presence of this variant combined with other rare \textit{SCN5A} variants perturbs heart electrophysiology.17–19 However, there are also studies in which this variant may mitigate the effects of a particular mutation that causes Brugada syndrome.20 Finally, it should be noted that this variant is quite
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common in the general population. As Klitzman et al. noted in response to the ACMG Guidelines, ‘pathogenic’ variants with a high frequency in the population but a low corresponding disease prevalence may cause unnecessary alarm.¹³ Because this variant can affect disease risk when other mutations are also present, its presence would require evaluation of the entire gene and family history by an experienced genetic counselor or clinician. This example supports the need for comprehensive follow up of variants that are thought to be pathogenic.

Excluding rs1805124 (H558R), 233 individuals out of 1092 carried an incidental finding. These other variants were less common, with less than 5% of individuals carrying any single variant. These variants included risks for such conditions as colon cancer (rs1801166) and cardiomyopathy (rs121912998), which can profoundly impact health and lifestyle.²¹,²²

When we looked across the populations, we saw that there were differences in the average number of variants per person. Because many of these variants were derived from studies done in individuals of European ancestry, differences could be attributed to this selection bias.¹⁴ Furthermore, different populations likely have different variants driving their total variant counts due to differences in population allele frequency. In the case of LWK, which had a very low average variant per person count when the most common variant was removed, we are likely missing population specific pathogenic variants. Another complex issue brought up by ancestry is pathogenicity – variants that may be causative and pathogenic in one population may not have the same penetrance or impact in another.¹⁴ With our crowdsourcing tool, ancestry will be an option that individuals can submit; we hope that this will allow us to get a more accurate picture of the distribution of these variants across individuals of different and mixed ancestries.

We also note that since these are low coverage genomes (~4x), some variants reported could be false. Genomes sequenced to clinical standards would have much higher coverage and have more confident calls. Thus, this data may be skewed by false positives.

To evaluate our tool on Complete Genomics data and higher coverage genomes, we applied PATH-SCAN to 163 genomes made publicly available from the Personal Genomes Project. Once again, rs1805124 (H558R) was the most common variant. However, excluding this variant, 17% of genomes had variants of interest. Overrepresentation of certain variants may occur if individuals in the Personal Genome Project are related. Several of these variants were low frequency at a population level, as they did not appear in the 1000 Genomes data. Our tool assists in the evaluation of such variants by pinpointing them within minutes of scanning a genome.

4.3. Using PATH-SCAN on Clinical Genomes

Finally, we ran PATH-SCAN on a clinical genome sequencing cohort of fifteen individuals. The output provided a starting point for the evaluation of variants in the project. Previously, people used a gene-based approach to look at all variants in a gene of interest and then used manual curation to select variants for further evaluation.

4.4. PATH-SCAN as a quantitative evaluation tool

PATH-SCAN is a publicly available tool; individuals using it can choose to anonymously submit their pathogenic burden (i.e. the number of variants seen in their genome) and ancestry to our
server. Over time, we aim to use crowdsourcing to get a more accurate number of how often potentially pathogenic variants are seen and how ancestry affects these numbers.

The current iteration of our tool serves as the foundation for additional functionalities in development. Because ClinVar designated pathogenic variants may not truly be pathogenic, we are currently working on adding variant effect prediction scores, such as PolyPhen and SIFT to our tool.23,24

We have found that even with the most common pathogenic variant removed, a substantial percentage of individuals still carry variants in ACMG guidelines genes that require additional investigation. Of course, due to the limitations of the ClinVar database, many of these variants may be benign. However, we feel that each variant needs to be evaluated in the context of other mutations, clinical history, and family history by a clinician or genetic counselor. While not all of these variants may be ultimately reported back, evaluating these variants will require additional resources. Thus, understanding how often such variants occur is key to assessing the resource utilization of following the ACMG Guidelines. In the past few months, there has much debate surrounding the ACMG Guidelines and their implementation. Our tool PATH-SCAN aims to streamline the identification of variants in ACMG recommended genes that warrant further investigation and to provide data on how often each variant is seen.
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6. Appendix A
PATH-SCAN Manual
Download http://montgomerylab.stanford.edu/pathscan.zip
Requirements: Python 2.7.5; a web browser
Command Line Interface
A full description of the CLI for PATH-SCAN follows:

$ python pathscan.py <genome file> [--suppress | --db <database>]

<genome file> is either a VCF file, a Complete Genomics TSV file, or a 23andMe SNP file.
--suppress If this flag is specified PATH-SCAN will only report data on the command line.
--db <database file> Can be used to specify a different database file. The database format is a TAB-delimited file with 9 columns, all required. First column is chromosome, second is position, third is RSID, fourth is the reference allele, fifth is the alternate allele, sixth is the gene name, seventh is the gene review ID numbers (can be replaced with a '.'), eighth is the OMIM ID number (can be replaced with a '.'), and the ninth is the clinical significance code from ClinVar (can be replaced with a '.').
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A striking finding from recent large-scale sequencing efforts is that the vast majority of variants in the human genome are rare and found within single populations or lineages. These observations hold important implications for the design of the next round of disease variant discovery efforts—if genetic variants that influence disease risk follow the same trend, then we expect to see population-specific disease associations that require large samples sizes for detection. To address this challenge, and due to the still prohibitive cost of sequencing large cohorts, researchers have developed a new generation of low-cost genotyping arrays that assay rare variation previously identified from large exome sequencing studies. Genotyping approaches rely not only on directly observing variants, but also on phasing and imputation methods that use publicly available reference panels to infer unobserved variants in a study cohort. Rare variant exome arrays are intentionally enriched for variants likely to be disease causing, and here we assay the ability of the first commercially available rare exome variant array (the Illumina Infinium HumanExome BeadChip) to also tag other potentially damaging variants not molecularly assayed. Using full sequence data from chromosome 22 from the phase I 1000 Genomes Project, we evaluate three methods for imputation (BEAGLE, MaCH-Admix, and SHAPEIT2/IMPUTE2) with the rare exome variant array under varied study panel sizes, reference panel sizes, and LD structures via population differences. We find that imputation is more accurate across both the genome and exome for common variant arrays than the next generation array for all allele frequencies, including rare alleles. We also find that imputation is the least accurate in African populations, and accuracy is substantially improved for rare variants when the same population is included in the reference panel. Depending on the goals of GWAS researchers, our results will aid budget decisions by helping determine whether money is best spent sequencing the genomes of smaller sample sizes, genotyping larger sample sizes with rare and/or common variant arrays and imputing SNPs, or some combination of the two.
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1. Introduction

The ability to measure human genetic variation on a genome-scale reliably and inexpensively in research settings has fueled and shaped the movement toward personalized medicine in health care. A prominent strategy for discovering genetic variants underlying disease susceptibility is through genome-wide association studies (GWAS), in which a subset of genetic variation is observed or inferred via linkage disequilibrium (LD), and correlated with disease state. GWAS have been successful in identifying thousands of reproducible associations with complex disease, which have had some utility in clinical practice\textsuperscript{1,2}. However, most variants identified in GWAS with genotyping arrays are of small effect and fail to explain a large portion of genetic variation, even when the disease is estimated to be highly heritable\textsuperscript{3}. Population genetics and neutral theory suggest that common variation might be less important than rare variation in these cases because selective pressure has had more time to eliminate deleterious alleles. With the advent of next generation sequencing technology, large consortia seeking to identify nonsynonymous coding changes have emerged. A salient result of these large-scale projects is that the vast majority of genetic variation is rare and exhibits little sharing among diverged populations\textsuperscript{4–6}. The sequencing costs for an exome still outweigh those of genotyping arrays, however, and large sample sizes are required to detect rare variants. This creates a budget dilemma for GWAS researchers trying to explain the genetic basis of disease regarding the number of individuals they can afford to study with sequencing versus genotyping methods.

As a consequence of these findings, researchers have designed a next generation genotyping array that enriches for nonsynonymous rare coding variants. More than 15 labs with exome sequencing data from \textasciitilde12,000 individuals contributed to the ascertainment of SNPs to include in the first rare variant array. The current design of the first publicly available next generation array, the Illumina Infinium HumanExome BeadChip, consists of only \textasciitilde250,000 variants, a fraction of the sites that most common variant arrays currently assay. The vast majority of sites are rare coding variants; the remaining sites include randomly selected synonymous single nucleotide polymorphisms (SNPs), Native American and African ancestry informative markers, GWAS tag SNPs, HLA tags, common scaffold SNPs, and \textasciitilde2,000 variants from other functional classes. A potential way to bolster the number of sites is through statistical inference of variants not molecularly assayed on the genotyping array through phasing and imputation guided by publicly available reference panels\textsuperscript{4,7,8}. Phasing and imputation methods rely on the correlated inheritance between neighboring alleles or linkage disequilibrium (LD) between assayed alleles. LD is substantially reduced between variants on the rare exome array overall, however, because the number of scaffold SNPs is substantially reduced compared to other GWAS arrays (5,286 SNPs total compared to hundreds of thousands on common variant arrays). Admixture mapping, an approach often used when ancestry confounds GWAS associations, also relies heavily on a dense scaffold of linked markers. For example, results from HapMix, a method for inferring local ancestry across chromosomes, indicated that accuracy is reduced with fewer than 50,000 scaffold markers even when admixture is recent\textsuperscript{9}.

In order to better understand the amenability of rare exome variant arrays to existing phasing and
imputation methods, we have performed evaluations of multiple LD-based methods as well as parameters that influence imputation accuracy, including sample size and population. We find that imputation with common variant arrays is more accurate across both the exomic and genomic regions of chromosome 22, highlighting the importance of contextual variants in imputation and suggesting that the Illumina Infinium HumanExome BeadChip is not ideal for imputation purposes.

2. Methods

2.1. Evaluation overview

We based all our evaluation on the data provided by the phase I 1000 Genomes project\textsuperscript{10}, wherein 1,092 individuals from 14 distinct populations were genome sequenced, exome sequenced, and genotyped to produce an integrated variant call set. These populations include three African populations, three East Asian populations, five European populations, as well as three populations from the Americas. We created a pipeline (Figure 1) to perform phasing and imputation using three methods: BEAGLE v3.3.2\textsuperscript{11,12} for both phasing and imputation, MaCH-Admix\textsuperscript{8} v2.0.198 for both phasing and imputation, and Shapelit\textsuperscript{13,14} v2.644 for phasing followed by Impute2\textsuperscript{15,16} v2.2.2 for imputation (process abbreviated as SHAPEIT2/IMPUTE2).

To fairly evaluate phasing and imputation performance we compared one rare and one common variant array of approximately the same SNP density (the Illumina Infinium HumanExome BeadChip and Illumina Infinium HumanHap 300v1 containing ~250K and ~300K SNPs, respectively). To evaluate performance versus cost trade-offs, we also included two higher-cost, higher-density common variant arrays, the Affymetrix Genome-Wide Human SNP Array 6.0 and Illumina Human Omni2.5 BeadChip containing 1M and 2.5M SNPs, respectively. To generate the phasing and imputation results for each array, we sampled individuals into a reference panel and a test set. The reference panel contained all of the sequence calls on chromosome 22, while the test set was further filtered to the markers on each of the corresponding arrays (Table 1). We generated a known truth set from the full phase I integrated call set and imputed set using the imputed sites not on each of the evaluated arrays for each run for accuracy evaluation.

Table 1 - Arrays evaluated in this study and number of sites across all of chromosome 22 versus exomic regions of chromosome 22. Exome sites were filtered using sites annotated with EXOME in the phase I 1000 Genomes integrated call set info fields and are a subset of Genome sites. Minor allele frequency (MAF) distributions are as assessed in the 1000 Genomes phase I samples across all chromosome 22 sites and are drawn for each array from a frequency of 0 – 0.5. “Dark sites” are the sites that are on the array but not in the 1000 Genomes phase I reference panel.

<table>
<thead>
<tr>
<th>Array</th>
<th>Genome</th>
<th>Exome</th>
<th>MAF distributions</th>
<th>Mean MAF</th>
<th>Dark sites (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illumina HumanOmni2.5 BeadChip</td>
<td>33,188</td>
<td>1,631</td>
<td></td>
<td>0.173</td>
<td>6.99</td>
</tr>
<tr>
<td>Affymetrix Genome-Wide Human SNP Array 6.0</td>
<td>11,739</td>
<td>262</td>
<td></td>
<td>0.208</td>
<td>1.01</td>
</tr>
<tr>
<td>Illumina Infinium HumanHap 300v1</td>
<td>5,376</td>
<td>240</td>
<td></td>
<td>0.272</td>
<td>0.99</td>
</tr>
<tr>
<td>Illumina Infinium HumanExome BeadChip</td>
<td>3,442</td>
<td>3,009</td>
<td></td>
<td>0.050</td>
<td>69.81</td>
</tr>
<tr>
<td>Total reference panel sites</td>
<td>475,372</td>
<td>16,885</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Simulated data from each of the four arrays were run through the phasing and imputation pipeline. The reference panel for each run was used as an input to the pipeline to inform the phasing and imputation algorithms. The pipeline first phased the incomplete genotypes in the test set, then imputed markers up to the reference panel markers using the same test set markers as in the phasing step as a scaffold (Figure 1). In order to speed up computational run time, we split the reference panel sites into 5 Mb windows with 250 kb flanking on either ends that were removed in post-processing to reduce edge effects between windows. We ran separate instances of imputation for each chunk in parallel, enabling the pipeline to run with reasonable memory and in reasonable time. At the end of each run, we extracted the imputed genotypes and each algorithm’s confidence score ($R^2$ in the cases of BEAGLE and MaCH-Admix and informative measure in the case of Impute2). We calculated diploid and haploid error for each imputed site from the known truth data.

Figure 1 - Phasing and imputation pipeline. Inputs files are subsetted based on varying parameters specified, and for each set of parameters phasing and imputation was performed using three methods.

2.2. Sampling strategy for test/reference size analyses

Previous studies have assessed imputation accuracy on single chromosomes, including chromosomes 10 (~135 Mb), 20 (~62 Mb), and 22 (50 Mb), and have found highly consistent results\textsuperscript{7,15,16}, indicating that they are representative. As such, we used full sequence data from chromosome 22 for computational efficiency from all 1,092 individuals and sampled them randomly into two groups: A reference panel and a test set. To study the effect of different reference panels and GWAS study sizes on the accuracy of imputed haplotypes, we investigated 13 different configurations of test set and reference panel sizes: a test set of size 92 with varying reference panel sizes of 63, 125, 250, 500, and 1000; and test panel sizes of 300 and 500, each with reference panels of 62, 125, 250, and 500.

Using the reference panel to inform phasing and imputation, we ran the pipelines for each of the three common variant arrays and the rare exome array and collected the results. The results were compared to the true calls found in the unfiltered genotypes of individuals in the test set.
2.3. Sampling strategy for population analyses

We used full sequence data from all of the 1,092 individuals and separated them into 14 populations. Four different sampling strategies were employed to identify biases when different reference sets are used for each of the 14 populations, resulting in 56 sets of samplings, as follows. The first two samplings assessed imputation accuracy when a test population is not or is included in the reference panel, respectively. We created a test set with all individuals in each population and sampled 900 individuals from the rest of the genomes available in the 1000 Genomes project (strategy A, Figure 3). As a control for the presence of a population from the reference panel, we created another test set with half of all the individuals in each population and put the remaining half of the population in the reference panel, then added individuals from other populations randomly until the reference panel contained 900 individuals (strategy B).

The other two population samplings focused on the significance of having individuals from the same continent in the reference panel. We created a test set with 33 individuals in the population and sampled 148 from all other individuals from the same continental group (strategy C). These numbers were chosen for uniformity across populations in order to represent the smallest continental group in the data. We performed this evaluation for each population and considered four continental groups: Africans, Asians, Europeans, and Native Americans. As a control, we created another test set with 30 individuals in the population and sampled 148 from all other individuals regardless of origin (strategy D).

2.4. Phasing and imputation summaries and analysis

Using the reference panel to inform phasing and imputation, we ran the pipelines for each of the three common variant arrays and the rare exome array. The imputed genotypes were compared to the true calls in the unfiltered sequences of individuals in the test set. Data summaries for all three algorithms reported an informative metric ($R^2$), which were generated by the imputation algorithms. Because each algorithm calculates $R^2$ differently, we calculated diploid and haploid error, as well as minor allele frequency (MAF), in order to fairly compare the algorithms directly. We define the diploid error as any discordance between the most likely imputed and true calls, which is affected by MAF and therefore only used to compare method performances. In this scenario, if the true variant is homozygous reference, heterozygous or homozygous non-reference imputation dosages count equally toward the error. We also calculated haploid error, where in the previous scenario, a heterozygous call counts half as much toward the error as a homozygous non-reference call, which was highly correlated (>99%) with diploid error. We note that the diploid and haploid errors are critical to examine but that they are highly influenced by MAF. For example, at a site where a very rare variant exists in the reference panel, error is very low because the imputation algorithm frequently fills in the major allele, even in the absence of any surrounding variants. In contrast, when a common variant exists, the imputation algorithms require more neighboring information to correctly impute the variant. For these reasons, we assess imputation accuracy as $R^2$ as previously, except where
otherwise noted. In order to compare MAF versus imputation accuracy, we performed local regression weighted by least squares. Unless otherwise noted, the span was 0.75.

3. Results

We first compared the performance of three phasing and imputation algorithms, BEAGLE, MaCH-Admix, and SHAPEIT2/IMPUTE2 under multiple conditions. The informative measure metrics are defined slightly differently for each algorithm, and in all cases SHAPEIT2/IMPUTE2 reports the highest informative measures (data not shown). In order to determine which method was performing most accurately based on known truth data, we compared their performance via mean diploid error across all test panel sizes, reference panel sizes, and the four arrays we evaluated, as outlined in Methods. In each case, BEAGLE had the highest error, SHAPEIT2/IMPUTE2 performed comparably with MaCH-Admix, and MaCH-Admix resulted in the lowest error, which highlights the importance of using a directly comparable metric to assess method performance. Table 2 shows the average diploid error across chromosome 22 across all reference and test panel sizes using the Affymetrix Genome-Wide Human SNP Array 6.0 for each, which showed the same trends with other arrays (data not shown). Because MaCH-Admix resulted in the lowest imputation error, all following analyses show results using this method.

Table 2 - Diploid error across multiple sample sizes. Reported values are mean percentages across all variant sites in the phase I 1000 Genomes Project on chromosome 22 using sites on the Affymetrix Genome-Wide Human SNP Array 6.0 as test markers. Individuals in the test and reference panel are the same across methods for each comparison. Imputation $R^2$ values are shown for each algorithm, which are defined differently for each algorithm. Note that BEAGLE $R^2$ averages are calculated only for values that are not ‘NaN,’ which likely increases the $R^2$ reported with respect to other algorithms.

<table>
<thead>
<tr>
<th>Test panel size</th>
<th>Reference panel size</th>
<th>BEAGLE (%)</th>
<th>MaCH-Admix (%)</th>
<th>SHAPEIT+IMPUTE2 (%)</th>
<th>BEAGLE $R^2$</th>
<th>MaCH-Admix $R^2$</th>
<th>SHAPEIT+IMPUTE2 $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>500</td>
<td>6.36</td>
<td>4.21</td>
<td>4.35</td>
<td>.7349</td>
<td>.3762</td>
<td>.5604</td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>6.37</td>
<td>4.27</td>
<td>4.38</td>
<td>.7329</td>
<td>.3333</td>
<td>.4735</td>
</tr>
<tr>
<td>500</td>
<td>125</td>
<td>6.63</td>
<td>4.41</td>
<td>4.56</td>
<td>.6820</td>
<td>.2959</td>
<td>.4048</td>
</tr>
<tr>
<td>500</td>
<td>62</td>
<td>6.77</td>
<td>4.63</td>
<td>4.74</td>
<td>.7403</td>
<td>.2464</td>
<td>.3175</td>
</tr>
<tr>
<td>300</td>
<td>500</td>
<td>6.31</td>
<td>4.16</td>
<td>4.32</td>
<td>.7387</td>
<td>.3724</td>
<td>.5348</td>
</tr>
<tr>
<td>300</td>
<td>250</td>
<td>6.60</td>
<td>4.39</td>
<td>4.56</td>
<td>.7392</td>
<td>.3279</td>
<td>.4567</td>
</tr>
<tr>
<td>300</td>
<td>125</td>
<td>6.57</td>
<td>4.37</td>
<td>4.53</td>
<td>.7344</td>
<td>.2954</td>
<td>.3928</td>
</tr>
<tr>
<td>300</td>
<td>62</td>
<td>6.87</td>
<td>4.66</td>
<td>4.79</td>
<td>.7331</td>
<td>.2513</td>
<td>.3191</td>
</tr>
<tr>
<td>92</td>
<td>1000</td>
<td><strong>6.36</strong></td>
<td><strong>4.13</strong></td>
<td><strong>4.30</strong></td>
<td><strong>.7653</strong></td>
<td>.3503</td>
<td>.4655</td>
</tr>
<tr>
<td>92</td>
<td>500</td>
<td>6.49</td>
<td>4.25</td>
<td>4.45</td>
<td>.7637</td>
<td>.3401</td>
<td>.4482</td>
</tr>
<tr>
<td>92</td>
<td>250</td>
<td>6.37</td>
<td>4.17</td>
<td>4.33</td>
<td>.7467</td>
<td>.3081</td>
<td>.3978</td>
</tr>
<tr>
<td>92</td>
<td>125</td>
<td>6.59</td>
<td>4.51</td>
<td>4.65</td>
<td>.7481</td>
<td>.2799</td>
<td>.3540</td>
</tr>
<tr>
<td>92</td>
<td>63</td>
<td>6.68</td>
<td>4.40</td>
<td>4.59</td>
<td>.7123</td>
<td>.2506</td>
<td>.3033</td>
</tr>
</tbody>
</table>

We next evaluated the impact of test and reference panel sizes on imputation accuracy, as assessed by $R^2$, for the four arrays described previously (Figure 2). We compared three test panel sizes (92, 300, and 500) and find that in all cases, larger test panels have greater imputation accuracy,
indicating that phasing and imputing a full study set together improves imputation accuracy. We also find that reference panel size has a greater impact on imputation accuracy than test panel size when the test panel contains greater than 92 individuals. These results indicate that large reference panels are necessary to accurately impute variants.

Figure 2 - Imputation accuracy across varying reference and test panel sizes. Phasing and imputation was performed using MaCH-Admix. Test panel markers were ascertained on chromosome 22 using sites from four arrays in the following colors: green – Illumina HumanOmni2.5 BeadChip, red – Affymetrix Genome-Wide Human SNP Array 6.0, blue – Illumina Infinium HumanHap 300v1, purple – Illumina Infinium HumanExome BeadChip. On the x-axis, the first number indicates the number of individuals included in the test panel, and the second number is the number of individuals included in the reference panel.

The effect of reference panel size on imputation accuracy is especially pronounced when fewer markers are assayed. For example, imputation accuracy is not substantially reduced for most common sites across chromosome 22 (MAF > 5%) when the reference panel size is reduced from 500 individuals to only 62 individuals using the dense Illumina HumanOmni2.5 BeadChip, and most common sites maintain an R^2 of ~0.9. In contrast, the accuracy drops considerably between a reference panel size of 500 versus 62 with the sparser Illumina Infinium HumanHap 300v1 (e.g. reduction of 13% from R^2=0.772 to 0.669 at MAF=0.3) and Illumina Infinium HumanExome BeadChip arrays (e.g. reduction of 26% from R^2=0.146 to 0.108 at MAF=0.3). We also find that accuracy plateaus as a function of minor allele frequency (MAF). Additionally, invariant reference panel SNPs likely drive the number of “dark sites” on each array (Table 1). Interestingly, the MAF at which accuracy peaks is array-specific. For example, the Illumina Infinium HumanHap 300v1 array has a similar number of sites on chromosome 22 as the Illumina Infinium HumanExome BeadChip (Table 1); however, accuracy peaks around MAF=0.3 on the Illumina 300k array and around MAF=0.5 on the exome array. Interestingly, imputed exome rare variant array sites from genome-wide arrays are imputed more accurately than across all chromosome 22 sites for varying allele frequencies (Figure 4A-C versus Figure 4I-K), likely because scaffold sites on genome-wide arrays are enriched near exonic regions, improving imputation accuracy.
Previous work has indicated that reference panels that share more haplotypes with the study panel improve imputation accuracy compared to a random panel\textsuperscript{17}. We compared multiple population stratifications as described in Section 2.3 (Figure 3). In all scenarios, imputation performs the poorest in individuals of African descent. This is likely due to the reduced LD structure in African populations\textsuperscript{18} and European ascertainment bias in genotyping arrays\textsuperscript{19}. Imputation with both global reference panel strategies with a larger number of reference individuals, albeit from more distantly related populations overall (Figure 3A and Figure 3B), outperforms imputation with smaller continental reference panels (Figure 3C and Figure 3D). Low frequency alleles are imputed with greater accuracy when the reference panel includes individuals from the same population compared to when it does not (Figure 3B versus Figure 3A). This is especially true in European populations with the exception of TSI individuals, which likely arises from the greater genetic diversity and more complicated demographic history present in Italy compared to other European populations presented here\textsuperscript{20,21}.

Figure 3 - Variability in imputation accuracy across populations. All simulations were performed using the Affymetrix Genome-Wide Human SNP Array 6.0 markers from chromosome 22 in the test set. Lines are local regression fits to the data, and local peaks near MAF=0 in A and B for the GBR and TSI, respectively, are simply due to smoothing...
effects. A) Strategy A. B) Strategy B. C) Strategy C. D) Strategy D. Diagrams drawn under loess curves are cartoons of sampling strategies, as outlined in section 2.3. Abbreviations are as follows: ASW=HapMap African ancestry individuals from SW US, LWK=Luhya individuals, YRI=Yoruba individuals, CEU=CEPH individuals, FIN=HapMap Finnish individuals from Finland, GBR=British individuals from England and Scotland, TSI=Toscan individuals, CHB=Han Chinese in Beijing, CHS=Han Chinese South, JPT=Japanese individuals, CLM=Colombian in Medellin, Colombia, MXL=HapMap Mexican individuals from LA California, PUR=Puerto Rican in Puerto Rico.

Figure 4 - Imputation accuracy across three common variant and one rare exome variant arrays in genomic, exomic, and imputable exome rare variant array regions of chromosome 22. Colors correspond with arrays, as in Figure 2. All subpanels show smoothened scatter plots with an overlaid local regression fit, and the proportion of sites imputed with $R^2 > 0.8$ is reported, which are consistent with previous results. Span was adjusted to 0.5 in order to keep the fits within the bounds of the data. A-D) genomic regions of chromosome 22; E-H) exomic regions of chromosome 22; I-K) Imputation accuracy for imputable exome rare variant sites using each of the genome-wide common variant arrays.

We next compared imputation accuracy across three common variant and one rare exome variant genotyping array platforms. As expected, the common variant arrays impute sites across chromosome 22 more accurately than the Illumina Infinium HumanExome BeadChip. Surprisingly, all three common variant arrays also outperform the exome array in imputing the exome-only regions, though their accuracy is substantially reduced in the exome compared to the genome (Figure 4). Imputation accuracy is the poorest with the rare variant exome array, even though the Illumina 300k common variant array has slightly fewer assayed variants on chromosome 22 (Table 1). Aside from the exome array, accuracy improves with arrays tagging more variants, as expected. The accuracy in the rare variant exome array is increased in the exomic regions compared to all chromosome 22 variants.
Figure 4H and Figure 4D, respectively). As shown in Figure 4, the imputable exome variant sites are imputed with similar accuracy as all sites across chromosome 22 with common genome-wide arrays as a scaffold. While the “dark sites” on the exome chip will be missed, other imputable sites, which are enriched for biomedically relevant SNPs, are imputed with similar accuracy as any similar frequency SNP.

4. Discussion

We have evaluated multiple factors that influence imputation accuracy, including test and reference panel size, phasing and imputation methods, populations, and genotyping arrays. We find that both larger reference and test panels lead to greater imputation accuracy, and that reference panel size is more important than test panel size in most GWAS scenarios. Larger reference panels, regardless of population, aid imputation performance for common variants, while more closely related reference panels are critical for accurately imputing rare variants. Comparing three methods, our simulations revealed that BEAGLE was both the most computationally costly method (e.g. ~48 hours to run and 10.5G of memory for chromosome 22 with a reference size of 500 and test size of 500) and had the least accurate performance. SHAPEIT2/IMPUTE2 and MaCH-Admix were comparable in terms of computationally efficient (2 hours to run and 2G of memory versus 3.5 hours to run and 1G of memory with the same test and reference panel as in the BEAGLE case). These computational costs are consistent with previously reported values.

It is important to note that there is an obvious bias in imputation accuracy across populations, with the lowest accuracy in African populations. Greater accuracy in out-of-Africa groups is likely due to ascertainment bias as well as longer haplotypes from the serial founder effect during the peopling of the globe. We see improved imputation accuracy at the rare end of the allele frequency spectrum when the reference panel includes the same population as the test panel. These results suggest that nearby reference panels are especially important for large outbred groups.

Imputation with common variant arrays substantially outperforms imputation with the Illumina Infinium HumanExome BeadChip. This reduction in accuracy is apparent for all frequencies, including rare alleles, suggesting that covariance between rare and nearby alleles is low, and alleles are tagged poorly. This is likely in part due to the uneven distribution of variants on the exome array across the chromosome, reducing LD on the array. A scaffold of genomic variants will likely aid imputation accuracy in exome arrays. One potential way to assay a large number of rare variants accurately without losing important rare variant information is to combine arrays, coupling the exome array with one of the common arrays we evaluated, for example. The improved imputation accuracy by the exome array in exomic regions is likely due to denser markers and greater LD in this region. The reduction of imputation accuracy in exomic regions with the common variant arrays may be due to greater sequencing depth in the 1000 Genomes Project in the integrated call set, which contains, genotyping, genome-, and exome-sequencing data, leading to more low frequency calls passing variant filters.
Finally, alternative algorithms for phasing\textsuperscript{23,24} that rely on identity-by-descent (IBD) structure preferentially rather than LD have recently been published. These methods take advantage of haplotypic structure and will likely aid imputation differentially depending on the degree of sharing within a population and the potential to improve phasing accuracy. A question for future work, for example, might compare phasing accuracy using LD-based and IBD-based methods in endogamous African populations where imputation with traditional arrays performs poorly but where cryptic relatedness is more likely to exist.

5. Conclusions

The next generation of genotyping arrays intends to capture rare, coding variation that is likely to contain more pathogenic variation than randomly ascertained SNPs. Here, we assess the ability of a commercially available rare variant exome array to adequately tag variation that has not been directly assayed, compared to common variant arrays. We assess multiple methods, sample sizes, and populations, and find that imputation accuracy is substantially reduced with the rare variant exome array compared to common variant arrays. This result is true both in genomic and exomic regions of chromosome 22, although the difference in imputation accuracy between common and exome arrays is reduced in exomic regions. We also find that the European ascertainment bias in common variant arrays is reflected in imputation accuracy across populations, with most European variants imputed more accurately than those of other continental groups. Additionally, closely related populations are critical in reference panels for low frequency variants. Finally, we compare three phasing and imputation methods and find that BEAGLE is the least accurate, and SHAPEIT2/IMPUTE2 performs slightly less accurately than MaCH-Admix for all reference and test panel sizes. This research provides guidelines for GWAS researchers to avoid the current design of exome rare variant arrays when imputing genotype data. We acknowledge, however, that these next generation arrays have potential utility when fine-mapping a variant that is suspected to be coding and not tagged by common variant genotyping arrays.
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Appendix

All code written to run phasing and imputation simulations on a Sun Grid Engine can be downloaded here: https://github.com/armartin/compare_impute.
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Calcineurin-inhibitors CI are immunosuppressive agents prescribed to patients after solid organ transplant to prevent rejection. Although these drugs have been transformative for allograft survival, long-term use is complicated by side effects including nephrotoxicity. Given the narrow therapeutic index of CI, therapeutic drug monitoring is used to prevent acute rejection from underdosing and acute toxicity from overdosing, but drug monitoring does not alleviate long-term side effects. Patients on calcineurin-inhibitors for long periods almost universally experience declines in renal function, and a subpopulation of transplant recipients ultimately develop chronic kidney disease that may progress to end stage renal disease attributable to calcineurin inhibitor toxicity (CNIT). Pharmacogenomics has the potential to identify patients who are at high risk for developing advanced chronic kidney disease caused by CNIT and providing them with existing alternate immunosuppressive therapy. In this study we utilized BioVU, Vanderbilt University Medical Center’s DNA biorepository linked to de-identified electronic medical records to identify a cohort of 115 heart transplant recipients prescribed calcineurin-inhibitors to identify genetic risk factors for CNIT. We identified 37 cases of nephrotoxicity in our cohort, defining nephrotoxicity as a monthly median estimated glomerular filtration rate (eGFR) <30 mL/min/1.73m2 at least six months post-transplant for at least three consecutive months. All heart transplant patients were genotyped on the Illumina ADME Core Panel, a pharmacogenomic genotyping platform that assays 184 variants across 34 genes. In Cox regression analysis adjusting for age at transplant, pre-transplant chronic kidney disease, pre-transplant diabetes, and the three most significant principal components (PCAs), we did not identify any markers that met our multiple-testing threshold. As a secondary analysis we also modeled post-transplant eGFR directly with linear mixed models adjusted for age at transplant, cyclosporine use, median BMI, and the three most significant principal components. While no SNPs met our threshold for significance, a SNP previously identified in genetic studies of the dosing of tacrolimus CYP3A5 rs776746, replicated in an adjusted analysis at an uncorrected p-value of 0.02 (coeff(S.E.) = 14.60(6.41)). While larger independent studies will be required to further validate this finding, this study underscores the EMRs usefulness as a resource for longitudinal pharmacogenetic study designs.

1. Introduction

Calcineurin-inhibitors (CI), such as tacrolimus and cyclosporine, are immunosuppressants prescribed to recipients of allografts to reduce the risk of rejection by the immune system. These drugs function by
dampening IL-2 signaling pathway in T-cells and avoid the vigorous inflammation and tissue damage typical of an allogeneic response. While these drugs have led to dramatically improved survival among heart transplant recipients, the nephrotoxic side-effects of these drugs continue to diminish the long-term survival rates among patients [1;2]. CI are dosed in a narrow therapeutic window requiring close monitoring of serum drug levels to prevent allograft rejection while minimizing the risk of adverse events.

Post-transplant, patients undergo continuous monitoring of their serum creatinine and glomerular filtration rates (GFR) to determine impact of the immunosuppressants on kidney function. A decline in kidney function is nearly universal among heart transplant recipients with significant variability in the development of severe kidney disease. Patients are frequently faced with the development of chronic kidney disease (CKD) which is classified into 5 stages of increasing severity, each defined by the estimated GFR. In a retrospective study 352 heart transplant recipients, 3% developed end-stage renal disease or CKD Stage 5 by 5 years and 12% by 10 years [3]. Clinical risk factors for developing post-transplant CKD include pre-transplant GFR, pre-transplant diabetes mellitus, a female cardiac donor, gender of the recipient, and post-operative renal replacement therapy [3].

Despite vast structural differences, the pharmacokinetics of cyclosporine and tacrolimus are surprisingly similar, and both agents are targets of the P-gp efflux pump ABCB1 and the cytochrome p450 CYP3A family of enzymes [4]. These genes are polymorphic for functional alleles, and variants have been examined in several pharmacogenetic studies of calcineurin-inhibitor dosing and nephrotoxicity in renal transplants [5-8]. Despite a large number of candidate gene studies on the effects of these variants on immunosuppression therapy, many of these analyses are narrow in their scope of genes tested. In this study, we explored the roles of other pharmacokinetic genes outside the CYP3A family and ABCB1 on the development of calcineurin inhibitor nephrotoxicity CNIT. For our study, we identified 127 heart transplant recipients in BioVU, Vanderbilt University Medical Center’s DNA biorepository linked to de-identified electronic medical records. From data collected in this patient population, we developed a longitudinal pharmacogenetic study to test the impact of ADME Core variants on the development of CNIT [9].

2. Methods

2.1. Study Population

As stated above, our study population of heart transplant recipients was obtained from BioVU. A full description of BioVU as a resource, including its ethical, privacy and other protections has been described in detail elsewhere [10]. In brief, BioVU extracts and stores DNA from blood collected from routine clinical testing that is scheduled to be discarded after a three-day waiting period at the Vanderbilt University Medical Center (VUMC) in Nashville, TN. DNA samples are linked to a de-identified version of the patient’s electronic medical record, known as the Synthetic Derivative (SD), which can be accessed by investigators for research purposes after approval by the local internal review board and BioVU Review Committee. Patients eligible for possible inclusion into BioVU are those with an out-patient laboratory
blood draw, have signed the consent to treatment form, and have not made a formal indication to opt-out [11].

Using the SD, we identified initial candidates for our study by screening for patients who met the following criteria: a) a heart transplant documented with three or more ICD9 code V42.1 (heart replaced by transplant) and/or one CPT code 33945, b) one or more mention of an immunosuppressant, c) DNA available in the biorepository and genotyped on the Illumina ADME Core Panel, and d) the patient was over the age of 15 at the date of the transplant operation. This initial screen identified 152 potential candidates. We then manually extracted the date of the transplant operation from each record. We excluded 10 patients with an ambiguous transplant operation date in the record or miscoded with a kidney, lung, liver, or multiple heart transplants during his/her lifespan. We extracted immunosuppressant data from the de-identified records of this heart transplant sample population with MedEx. MedEx extracts medications and their signature mentions from free-text entries in the EMRs. We used only medications with at least one mention of a dose, route, frequency or strength to limit the medications to those the patient was actually prescribed. A more detailed description of the software has been published elsewhere [12].

We also extracted additional clinical information from the SD. For quantitative measurements such as body mass index (BMI, kg/m²), serum creatinine (mg/dl), and systolic and diastolic blood pressure (mmHg), monthly medians were calculated. Prior to transplant chronic kidney disease and diabetes mellitus were defined by ICD9 codes before the transplant date. Chronic kidney disease was defined by three or more mentions of the following ICD9-codes: 403, 585.1, 585.2, 585.3, 585.4, 585.5, 585.6, and 585.9. Patients were considered to have diabetes mellitus pre-transplant if they had three or more mentions of the following ICD-9 codes: 250.3, 250.32, 250.2, 250.22, 250.9, 250.92, 250.8, 250.82, 250.7, 250.72, 250.6, 250.62, 250.5, 250.52, 250.4, 250.42, 250, and 250.02. Pre-transplant hypertension was defined as median systolic blood pressure > 140 mmHg, systolic and/or > 90 mmHg diastolic, or prescribed one of the following hypertension medications: hydralazine, minoxidil, renin antagonist, central alpha agonists, ACE inhibitors (ACEI)/angiotensin receptor blockers (ARB), aldosterone antagonists, diuretics, K-sparing diuretics, loop diuretics, alpha antagonists, calcium channel blockers (CCB), beta blockers (BB), thiazide/BB, thiazide/ACEI/ARB, thiazide/aldosterone antagonist, thiazide/renin antagonist, and diuretic combinations, all before the transplant date.

2.2. Phenotype Definition

The outcome of interest was time to develop severe nephrotoxicity clinically attributed to CNIT, which we defined in our patient population as the development of CKD stage 4 or 5 in the setting of CI use. To assess kidney function over the course of immunosuppression therapy, we estimated the glomerular filtration rate from the “four variable” Modification of Diet in Renal Disease formula [13]:

\[
186 \times \text{Serum Creatinine}^{-1.154} \times \text{Age}^{-0.203} \times [1.212 \text{ if Black}] \times [0.742 \text{ if Female}] \quad (1)
\]

All patients who entered into the SD by the time of their transplant date were included in this study. Patients who entered the SD post-transplant were included if their initial eGFR measurement upon entering the SD was > 30 mL/min/1.73m², this included patients with CKD stages 1, 2, and 3. These patients were assumed not to have CKD 4 or 5 in the setting of CI prior to their entry into BioVU and were entered into the analysis at their heart transplant date. Patients who entered the SD after their heart transplant date with
an eGFR < 30 were excluded from the analysis. Our definition of severe chronic kidney disease 4 was a monthly median eGFR of < 30 mL/min/1.73m² for three consecutive months. This threshold is adapted from the National Kidney Foundation’s definition for CKD stage 4: GFR of 15-29 and CKD Stage 5: GFR <15 or dialysis [14].

2.3. Genotyping

DNA samples from a total of 115 heart transplant recipients were genotyped on Illumina’s ADME Core Panel as part of Vanderbilt Electronic Systems for Pharmacogenomic Assessment (VESPA). In short, Illumina’s pharmacogenetic-targeted ADME Core panel is designed for the genotyping of 184 markers in 34 genes. A full description of the panel’s content and performance has been published elsewhere [9]. Genotyping for this study was conducted at the Center for Human Genetics Research DNA Resources Core at Vanderbilt University. Genotype calling was performed with ADME Module Version 1.0.0.3. Formatting of the ADME Core Panel data set and quality control of the markers was performed with PLATO and PLINK [15;16]. SNPs were filtered from the analysis if the allele frequency was below 5%, genotyping efficiency <95%, or a statistically significant deviation from Hardy Weinberg expectations (p < 0.001) in the European American population. After filtering, 49 SNPs remained in our analysis. A principal components analysis (PCA) was performed with the Eigensoft software using available genome-wide data in the full dataset and in the subset of European Americans [17]. We tested for relatedness of individuals in subsets of samples stratified by race/ethnicity. One sample from a related pair of European Americans was removed. The genome-wide inflation factor for this study was 1. We extracted 333,804 overlapping markers from the samples’ genotype data from the following platforms: 18 individuals on Illumina’s HumanOmni5-Quad, 109 on the HumanOmni1-Quad, and four on Illumina’s 1M-Duo BeadChip.

2.4. Statistical Analysis

Cox proportional hazard models were calculated using the date of the heart transplant as the starting time in a time-to-event analysis. Genotypes were modeled additively against development of CKD stage 4. Factors that were associated with renal function in univariate analyses (p < 0.05) were included in the final multivariable model. Patients who did not develop CKD stage 4 were censored from the analysis at their final eGFR measurement. For the linear mixed effects modeling of post-transplant eGFR, we used the R package, nlme. SNPs and covariates that met a 0.05 threshold in univariate analyses were included as fixed effects and the subject identifier was included as a random effect. The within subject correlation was 0.70 and we chose to account for it in our models with an autoregressive-moving average model with one autoregressive and one moving average parameters. Plots were generated with STATA 11 and RStudio Version 0.97.551
3. Results

3.1. Demographics

Table 1 presents the clinical characteristics of our study population identified in BioVU. Overall, this is an ancestrally cosmopolitan cohort where 80.8% of the patients were administratively assigned as European descent, while the remainder was reported as African American with the exception of one

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients</td>
<td>115</td>
</tr>
<tr>
<td>European Descent (%)</td>
<td>86.0</td>
</tr>
<tr>
<td>Female (%)</td>
<td>33.9</td>
</tr>
<tr>
<td>Transplant Operation at VUMC (%)</td>
<td>80.8</td>
</tr>
<tr>
<td>Pre-transplant Diabetes Mellitus (%)</td>
<td>10.4</td>
</tr>
<tr>
<td>Median Systolic (mmHg)</td>
<td>100.2, IQR: 94.3-107.0</td>
</tr>
<tr>
<td>Median Diastolic (mmHg)</td>
<td>64.0, IQR: 59.9-66.9</td>
</tr>
<tr>
<td>Pre-transplant Hypertension (%)</td>
<td>66.0</td>
</tr>
<tr>
<td>Pre-transplant Chronic Kidney Disease</td>
<td>9.56</td>
</tr>
<tr>
<td>Median Age at Tx (years)</td>
<td>52.5, IQR: 40.5-58.1</td>
</tr>
<tr>
<td>Required Dialysis Post-Transplant (%)</td>
<td>18.2</td>
</tr>
<tr>
<td>Median Post Tx Follow up Time (years)</td>
<td>8.8, IQR: 4.8 – 12.2</td>
</tr>
<tr>
<td>Median Pre-eGFR (mL/min/1.73m²)</td>
<td>68.0, IQR: 57.4-87.2</td>
</tr>
<tr>
<td>Median Body Mass Index (kg/m²)</td>
<td>27.4, IQR:24.6-31.1</td>
</tr>
<tr>
<td>Died (%)</td>
<td>21.7</td>
</tr>
<tr>
<td>Cyclosporine Only (%)</td>
<td>35.7</td>
</tr>
<tr>
<td>Tacrolimus Only (%)</td>
<td>25.2</td>
</tr>
<tr>
<td>Cyclosporine and Tacrolimus (%)</td>
<td>39.1</td>
</tr>
</tbody>
</table>
sample reported as Hispanic. The median age at transplant was 52.5 years of age. This is a slightly overweight population with the median body mass index of 27.4 kg/m². Prior to transplant, 10.4% and 60.6% patients had evidence of diabetes mellitus and hypertension, respectively. A majority of patients (52.7%) had their heart transplant at VUMC. Twenty-five patients died during post-transplant follow up. All patients were prescribed a calcineurin-inhibitor: 35.7% were prescribed cyclosporine alone, 25.2% tacrolimus alone, and 39.1% were prescribed a combination of the two (at different times).

Figure 1. Post-transplant eGFR measurements plotted on the thresholds of the five stages of chronic kidney disease. Individual post-transplant eGFR measurements are plotted on the y-axis against time in months after transplant on x-axis as grey dots. The dashed line represents a polynomial function fit to all eGFR measurements collected in the study. Ten randomly selected patient’s eGFR profiles have fitted with loess lines and colored in red if the patient developed Chronic Kidney Disease (CKD) Stage 4 or below. Thresholds for the 5 stages of CKD are indicated: CDK1 >90, CKD2 60-89, CKD3 30-59, CKD4 15-29, and CKD5 <15 mL/min/1.73m².

As expected for this patient population, the eGFR prior to transplant was lower than would be expected for a healthy population (median = 68.0 mL/min/1.73m²). Follow up time for these patients varied (Figure 1): median time to the final eGFR measurement in the SD was 8.8 years, and the median frequency of follow-up was 5.5 (IQR: 4.2-7.5) eGFR measurements per year. Kidney function continued to decline over time (Figure 1). In the second year (12-24 months) post-transplant 14.0, 31.4, 50.0, and 4.6 percent of individuals had median eGFR measurements that corresponded with the first four stages of CKD, respectively. By the fifth year (60-72 months), the distribution shifted towards lower median eGFR levels: 3.4, 22.4, 62.0, and 12.0 percent of individuals were observed with median eGFRs in range with the first
four stages of CKD. At year ten, 11.7 and 11.7 percent of patients median eGFR measurements corresponded to CKD stages four and five, respectively.

### 3.2 Time to CKD Stage 4 and 5 Survival Analysis

Figure 2 displays the development of CNIT in this study population in months post-heart transplant. Thirty-seven out of 115 patients (25.2%) in this heart transplant cohort met the CNIT case definition. By twelve months, eight individuals (7.0%) met the criteria for CNIT, 19 (16.5%) by 60 months, and 28 (24.3%) by 120 months. From among the various clinical variables tested for an association with CNIT (the three most significant PCAs, gender, systolic and diastolic blood pressure, pre-transplant diabetes, pre-transplant hypertension, pre-transplant chronic kidney disease, age at transplant, pre-transplant eGFR, BMI, and prescribed calcineurin inhibitor), only pre-transplant eGFR, pre-transplant CKD status, pre-transplant diabetes mellitus status, and age at transplant met a significance threshold of p < 0.05 (Table 2).

**Figure 2.** Kaplan-Meier plot describing the proportion of non-nephrotoxic heart transplant recipients over time. The y-axis indicates the proportion of event-free subjects and tick marks on the plot indicate where individuals are censored from the analysis.
First, in the European American subset (n=99 heart transplant recipients with 35 cases of CKD stages 4 and 5) we tested the 49 Illumina ADME Core Panel markers that passed quality control for association with CNIT outcome. In unadjusted analysis, no markers were associated with CNIT after adjustment for multiple testing (p < 1.02 x 10⁻³). Variants in SLC22A1 rs34305973 and UGT2B17 rs1902023 trended toward significance in the unadjusted model (p = 0.02 and p=0.02, respectively). In models adjusted for pre-transplant CKD, pre-transplant diabetes mellitus, age at transplant, and the three most significant PCAs, UGT2B17 rs1902023 was the most significant (p = 0.01) among all the tested ADME Core Panel markers (Table 2). Secondly, we expanded our analysis to the full dataset regardless of race/ethnicity (n=115 heart transplant recipients with 37 cases of CKD stage 4 and 5) and the results were largely unchanged (data not shown). In the adjusted models for the full dataset, DPYD rs1801265 was the most significant (p = 9.24 x 10⁻³, HR: 0.39, CI: 0.19-0.79) among all the tested ADME Core Panel markers. No marker was associated with CNIT in unadjusted or adjusted models after correction for multiple testing when the data were limited to cyclosporine treated only patients (n=95 heart transplant recipients with 27 cases of CKD stage 4 or 5) or tacrolimus treated only patients (n=79 heart transplant recipients with 18 cases of CKD stage 4 or 5; data not shown).

Table 2: Results of CNIT Analysis in European Americans

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Hazard Ratio (95% CI)</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Univariate Clinical Variable Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recipient Age per year</td>
<td>1.05 (1.01-1.08)</td>
<td>9.85 x 10⁻³</td>
</tr>
<tr>
<td>Pre-transplant CKD</td>
<td>3.69 (1.36-10.01)</td>
<td>0.01</td>
</tr>
<tr>
<td>Pre-Transplant eGFR per ml/min/1.73m²</td>
<td>0.96 (0.94-0.98)</td>
<td>1.03 x 10⁻³</td>
</tr>
<tr>
<td>Prior Diabetes Mellitus</td>
<td>6.92(2.64-18.54)</td>
<td>8.33 x 10⁻⁵</td>
</tr>
<tr>
<td><strong>Multivariable Genetic Model</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPYD rs1801265</td>
<td>0.45 (0.22-0.93)</td>
<td>0.03</td>
</tr>
<tr>
<td>UGT2B17 rs1902023</td>
<td>2.23 (1.21-4.11)</td>
<td>0.01</td>
</tr>
<tr>
<td>SLCO1B1 rs4149056</td>
<td>0.38(0.14-0.96)</td>
<td>0.03</td>
</tr>
<tr>
<td>SLC22A1 rs34305973</td>
<td>2.14(1.18-3.90)</td>
<td>0.01</td>
</tr>
</tbody>
</table>
3.2 Modeling Post-Transplant eGFR

As a secondary analysis of post-transplant kidney function, the repeated eGFR measurements were analyzed directly using mixed effects models to account for the within subject correlation. In univariate analyses of covariates among European Americans, only cyclosporine use (coef(S.E) = -17.05(7.13), p = 0.02), median BMI (coef(S.E) = -1.27(0.62), p<0.05), and age at transplant (coef(S.E) = -1.01(0.15), p = 1.55x 10^{-8}) were associated with eGFR over time. No SNP met the significance threshold for multiple testing in unadjusted or adjusted analyses. However, in unadjusted analyses, two of the three SNPs that met a threshold of 0.05 have previously been associated with post-transplant renal function: CYP2C19 rs4244285 (coef(S.E) = 13.28(6.17), p = 0.03) and CYP3A5 rs776746 (coef(S.E) = 21.94(8.37), p = 0.01). SNP CYP2A6 rs28399433 also met the 0.05 threshold (coef(S.E) = 20.91(3.46), p = 0.02) in unadjusted analyses. Two of these associations maintained significance at the 0.05 threshold in the multivariate models CYP3A5 rs776746 (coef(S.E) = 14.60(6.41), p = 0.03) and CYP2A6 rs28399433 (coef(S.E) = 17.14(8.24), p = 0.04)[19]. In analyses extended to the full dataset regardless of race/ethnicity, only CYP2A6 rs28399433 (coef(S.E) = 17.46(6.70), p = 0.01) approached significance in the adjusted analysis (data not shown).

4. Discussion

4.1. Summary and Relevance

We used a biorepository linked to de-identified electronic medical records to identify heart transplant patients for pharmacogenomic studies. The two outcomes of interest in the present pharmacogenomics study was the development of advanced nephropathy (CKD Stage 4 or 5) in the setting of calcineurin-inhibitor therapy post-transplant and post-transplant eGFR over time. In this study, we have demonstrated that EMR-based cohorts linked to DNA samples provide ample opportunity to identify adverse drug reactions (ADR). This specific study focused on a common ADR to calcineurin-inhibitor therapy among heart transplant recipients. While there are several studies that have explored the relationship between a patient’s genetic profile and calcineurin-inhibitor dosing [5;20;21], this is the first study of our knowledge utilizing an EMR-based cohort of heart transplant patients to examine the pharmacogenetics of calcineurin-induced nephrotoxicity.

Our most significant result in the time to CNIT survival analysis was DPYD rs1801265, which approached our corrected p-value (p = 9.24 x 10^{-5}) in the full dataset regardless of race/ethnicity. DPYD rs1801265 defines the DPD *9A haplotype and encodes a cysteine to arginine missense mutation in the 29th position of the protein that some studies have suggested to be without significant enzymatic activity [22]. The gene is located in the centromeric region of chromosome one between 1p22 and 1q21 [23]. While the variant did not meet our multiple-testing threshold, larger studies may confirm its role in CNIT. It is interesting to note that CYP3A5 variants, which have been strongly associated with tacrolimus dosing in multiple studies [5], were not associated with CNIT but one marker in this gene trended towards significance in modeling eGFR directly. This marker rs776746 defines the CYP3A5*3 allele, a non-expressing variant of the gene found a high frequency in populations of European descent[24]. In this study we found the functional CYP3A5*1 allele, which we found at comparable frequency to other studies (MAF = 0.06), to be positively associated with eGFR post-transplant [25].
The application of a heart transplant cohort for the pharmacogenetics of calcineurin-inhibitor nephrotoxicity has advantages over kidney and liver transplantations, as it eliminates the potential for donor-recipient gene interactions. The donor genetic information of kidney and liver transplant may play crucial roles in the susceptibility of nephrotoxicity. The liver is the primary site of drug metabolism, and in the case of liver transplants, the donor’s genome becomes the driver of metabolism. Its own unique genetic variation may lead to a different pharmacokinetic profile of calcineurin-inhibitor metabolism compared with the recipient. The donor genome in the case of kidney transplant may also be a factor in developing nephrotoxicity [26]. Therefore studies designed at identifying these interactions are presented with experimental design challenges unlikely to be overcome in blood sample focused biorepository [27].

4.2. Limitations

Small sample size is a pervading challenge to pharmacogenetic study design. Even in an immense resource such as BioVU with over 160,000 samples as of July 2013, we were only able to identify 167 patients who met the study criteria, and of those, only 35 of those samples developed CKD stage 4 over the course of calcineurin drug therapy. This finding highlights the need for very large repositories when studying uncommon outcomes of medical interest. While survival analysis did afford us more power opposed to treating the data as strict case-control and performing logistic regression, we were still underpowered to detect an association. For example, assuming a dominant genetic model with an allele with a frequency of 0.5, a sample size of 191 cases of CKD stage 4 would be required to detect an association with a moderately sized hazard ratio of 1.5 at an alpha of 0.05 [28].

Heterogeneity marked another challenge when defining this study population and modeling the association. Clinically, heart transplant recipients are a very diverse population in regards to co-morbidities and medications. Further complicating the issue is that CNIT is not the only cause of CKD in this population: other factors include the decline of kidney function with age, diabetes, hypertension, heart disease, other medication exposures, and latent infection of the BK virus [29]. In this study, we ignored phenotypic heterogeneity to increase the sample size and overall power of the study. Also, to avoid increasing the type II error rate, we were parsimonious in our covariate selection for our statistical model to maximize statistical power [30]. Indeed, large multi-center studies may be required to fully model the relationship between heart disease and kidney function. Large studies will also be required to fully address the phenotype heterogeneity problem or to explore more susceptible subpopulations such as high dose patients, a strategy successfully used to identify genetic variants associated with statin-induced ADRs [31].

4.3. Conclusions

Despite the relatively small sample size for a genetic association study, the current study represents a fairly large sample size for pharmacogenomics studies of ADRs. We have demonstrated here that the EMR, rich in clinical data, is an excellent and logical resource to establish pharmacogenomics studies for
less common ADRs such as CNIT. While the genetic association results presented here require replication and downstream functional and biological interpretation, the existence of other biobanks linked to DNA samples in the United States [32] and across the world [33] makes this future direction possible for CNIT as well as other ADRs with a suspected genetic risk factor.
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Simultaneously reverse engineering a collection of condition-specific gene networks from gene expression microarray data to uncover dynamic mechanisms is a key challenge in systems biology. However, existing methods for this task are very sensitive to variations in the size of the microarray samples across different biological conditions (which we term sample size heterogeneity in network reconstruction), and can potentially produce misleading results that can lead to incorrect biological interpretation. In this work, we develop a more robust framework that addresses this novel problem. Just like microarray measurements across conditions must undergo proper normalization on their magnitudes before entering subsequent analysis, we argue that networks across conditions also need to be "normalized" on their density when they are constructed, and we provide an algorithm that allows such normalization to be facilitated while estimating the networks. We show the quantitative advantages of our approach on synthetic and real data. Our analysis of a hematopoietic stem cell dataset reveals interesting results, some of which are confirmed by previously validated results.
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1. Introduction

Capturing and understanding the differential usage (i.e. rewiring) of cellular pathways and regulatory structures as a result of various biological processes and responses to external stimuli is an important problem in systems biology. Some examples include embryonic development, cell cycle, differentiation, and carcinogenesis. One promising technique to help uncover complex gene interactions governing these processes is to use computational methods to reverse engineer gene networks from microarray data. The macro-topology of the recovered network as well as the individual interactions among the genes can then be analyzed to shed more light into the underlying regulatory mechanisms.

To model the evolving nature of these phenomena, it often does not suffice to reconstruct one static snapshot of the underlying regulatory structure since this cannot uncover dynamic functional roles played by various genes in different cellular stages or at different times. Consider an example of the human hematopoietic system shown in Figure 1. Hematopoietic stem cells (located at the root) differentiate into more specialized cells along the lineages, eventually becoming red blood cells, platelets, or white blood cells. It would be inappropriate to pool together various samples to reconstruct a single network representing a common regulatory structure for different cell states, e.g., red and white blood cells, since they have distinct morphologies and play completely different roles in biological systems, and thus their respective regulatory structures must also be considerably different. Instead it is more suitable to reconstruct a collection of networks, one for each cell state. Different functional roles of various genes across the different cell states can then be analyzed.
However, the problem of simultaneously recovering a collection of networks over different cell states poses unique challenges that do not appear in the static recovery case. The key challenge we face in this work is that different cell states have different numbers of microarray samples, which we term sample size heterogeneity in network reconstruction. This phenomenon is quite common in biological datasets due to a variety of reasons such as samples having to be discarded if the quality of the microarrays is poor, or constrains on acquisition of certain biomedical samples.

Even though sample size heterogeneity can pose considerable challenges for many existing network reconstruction methods in different ways, in this work we choose to focus on addressing its effect on a class of state-of-the-art methods that are based on sparse, regularized regression. These methods are designed for the high dimensional setting common in biology, where the number of genes can be substantially larger than the number of samples, and allow us to uncover more sophisticated dependencies than can be obtained by measuring simpler quantities such as correlation or mutual information. Building upon the regularized regression based network learning paradigm, several methods have recently proposed leveraging similarities of multiple networks corresponding to biological conditions considered to be related for more accurate multi-network joint estimation, under evolving network scenarios. This strategy is very valuable in the scenario we consider in this work, where the number of samples for each cell state is small (e.g., as few as 4 per cell state, clearly statistically insignificant for inferring a network alone), and thus information sharing between related cell states is crucial and can increase the effective sample size and consequently the power of network learning. Such methods have helped reveal the dynamic interactions in embryonic development as well as cancer progression and reversion.

Despite being statistically powerful, network learning approaches based on regularized regression can suffer from sample size heterogeneity, which can substantially bias the density of the networks recovered. In particular, with existing sparse regression methods, cell states with more samples will tend to have considerably denser networks than those with fewer samples, a phenomena depicted in Figure 1. Intuitively, this is because the algorithm is more confident about estimating networks with more samples and thus these networks are denser. The resultant artificial difference may be acceptable in certain applications (e.g., features for a downstream classifier). However, in many cases, we are interested in a comparative analysis of the networks, both in terms of macro-topology (e.g. density, centrality) or micro-topology (e.g. neighborhoods of individual genes). In this scenario, sample size heterogeneity can lead to misleading biological conclusions, since it will be unclear which differences among the networks are manifestations of the actual changes in regulatory mechanisms across different cell states and which are the artifacts due to sample size heterogeneity.

One simple approach to handle sample size heterogeneity is to make each cell state have the same number of samples by discarding excess samples in some states. The downside of this approach is the waste of the precious data in the small-sample-size scenarios common in biological studies. For example, in the hematopoietic stem cell dataset we consider, using this strategy would lead to a reduction of the total sample size by approximately 40 percent.

Another approach is to post-process the networks to be more calibrated, e.g. normalizing...
all the edge weights across the cell states and then applying some threshold. However, this may produce adverse effects. Namely, since edges can only be deleted, and not added during post-processing, the original networks learned using sparse regression have to be denser than desired, and then further sparsified via post-processing. The resulting edge set from this procedure would then be suboptimal compared to the edge set constructed by just learning a sparser network with the regularized regression.

1.1. *Our Contribution*

In this work, we identify a novel problem of sample size heterogeneity, which to our knowledge has not been systematically analyzed or addressed before. Although it can affect many classes of network estimation algorithms, we focus on a class of sparse regression methods for dynamic network reconstruction, and propose a solution to address the challenge in this paradigm. In particular, we propose a novel regularization technique to ensure the resulting networks are balanced and thus more easily comparable. We refer to our approach as **ROMGL** (*RObust Multi-network Graphical Lasso*).

The important novelty we emphasize here is that our network calibration is not introduced as a post-processing of the inferred networks, but an integral part within the network inference procedure, in the form of a new and calibrated network estimator, and therefore more effective and statistically justifiable.

The rest of the work is outlined as follows. We first present the general framework of reconstructing gene networks via sparse regression methods and concretely illustrate the problem that sample size heterogeneity poses. We then present our robust method. Lastly, we evaluate our approach on synthetic data as well as on a human hematopoietic stem cell dataset.

2. Background: Recovering Gene Networks via Gaussian Graphical Models

Consider the problem of modeling a set of gene regulatory networks, denoted by \( \mathcal{Z} \) (where \(|\mathcal{Z}| = \mathcal{Z}\)), each corresponding to a different cell state \( z \in \mathcal{Z} \) with \( S_z \) *i.i.d.* microarray measurements of all genes in cell state \( z \). \( \mathcal{Z} \) could represent a set of networks over time or over a genealogy. Let \( \mathcal{G}(z) = (\mathcal{V}, \mathcal{E}(z)) \) represent a network in cell state \( z \), where \( \mathcal{V} \) denotes the set of \( p \) genes (fixed for all \( z \)), and \( \mathcal{E}(z) \) denotes the set of edges over vertices. An edge \((u,v) \in \mathcal{E}(z)\) can

---
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represent a relationship (e.g., influence or interaction) between genes \( u \) and \( v \) in cell state \( z \). Let \( X^{(s, z)} = (X^{(s, z)}_1, \ldots, X^{(s, z)}_p)^\top \), where \( s \in \{1, \ldots, S_z\} \), be a vector of gene expression values that are real valued and standardized, such that each dimension has mean 0 and variance 1.

A gene network can be represented by a probabilistic graphical model. While there are many other ways to represent gene networks, the advantage of using graphical models is that the graph structure encodes conditional independence relations among the genes, and is thus able to model more nuanced relationships than simple statistical quantities such as correlation or mutual information. In this work, we assume that \( X^{(z)} \) follows a multivariate Gaussian distribution with mean 0 and covariance matrix \( \Sigma^{(z)} \), so that the conditional independence relationships among the genes can be encoded as a Gaussian graphical model (GGM). It is well known that for GGMs, edges in the graph correspond to non-zero elements in the inverse covariance matrix (known as the precision matrix), which we denote by \( \Omega^{(z)} := (\omega_{uv}^{(z)})_{u,v \in [p]} \).

Thus, estimating the graph structure is equivalent to selecting the non-zero elements of the precision matrix.

As commonly done, instead of directly estimating the precision matrix elements \( \omega_{uv}^{(z)} \), we estimate the partial correlation coefficients \( \rho^{(z)} \), which are proportional to the precision matrix elements: \( \rho^{(z)}_{uv} = -\frac{\omega^{(z)}_{uv}}{\sqrt{\omega^{(z)}_{uu}\omega^{(z)}_{vv}}} \). Thus, \( \rho^{(z)}_{uv} \) is zero if and only if \( \omega^{(z)}_{uv} \) is zero. Thus the network resultant from the non-zero \( \rho^{(z)}_{uv} \) is equivalent to that from the nonzero \( \omega^{(z)}_{uv} \). Furthermore, the partial correlation is intuitive in the sense that a high positive value of \( \rho^{(z)}_{uv} \) indicates that the genes \( u \) and \( v \) are strongly positively correlated (conditioned on the other genes), while a low negative value indicates the genes are strongly negatively correlated (conditioned on the other genes), and \( \rho^{(z)}_{uv} = 0 \) for all \((u, v) \not\in \mathcal{E}^{(z)}\). As a result, we simply consider estimating the partial correlation coefficients and designate these as the edge values in \( \mathcal{G}^{(z)} \): \( \mathcal{E}^{(z)} = \{ \rho^{(z)}_{uv} : |\rho^{(z)}_{uv}| > 0 \} \).

### 2.1. Neighborhood Selection

Estimating \( \rho^{(z)}_{uv} \) is challenging because biological data is often high dimensional (tens of thousands of genes) while the number of samples is small (in the tens). One approach is neighborhood selection based on \( \ell_1 \)-norm regularized regression, which has strong theoretical guarantees and also works well in practice. We first discuss it in the context of estimating a collection of networks independently, which is also the foundation of existing approaches on time-varying network estimation that leverage information among similar states.

Here the neighborhood of each gene \( u \) is estimated independently and the neighborhoods are then combined to form a network. In every neighbor estimation step, gene \( u \) is treated as a response variable, all the other genes are the covariates, and the regression weights are proportional to the partial correlation coefficients between the other genes and \( u \). More formally, let \( X_{\setminus u} \) indicate the \( p - 1 \) vector of the values of all genes except \( u \). Similarly, \( \beta^{(z)}_{\setminus u} := \{ \beta_{uv} : v \in V \setminus u \} \). It is a well known result, that the partial correlation coefficients can be related to the following regression model: \( X^{(z)}_u = \sum_{v \not= u} X^{(z)}_v \beta^{(z)}_{uv} + \epsilon^{(z)}_u \), \( u \in [p] \), where \( \epsilon^{(z)}_u \) is uncorrelated with \( X^{(z)}_{\setminus u} \) if and only if \( \beta^{(z)}_{uv} = -\frac{\omega^{(z)}_{uv}}{\omega^{(z)}_{uu}\omega^{(z)}_{vv}} = \rho^{(z)}_{uv} \sqrt{\frac{\omega^{(z)}_{uu}\omega^{(z)}_{vv}}{\omega^{(z)}_{uv}^2}} \). Some algebra gives that \( \rho^{(z)}_{uv} = \text{sign}(\beta_{uv}^{(z)}) \sqrt{\beta_{uv}^{(z)} \beta_{uv}^{(z)}} \). The above equations basically indicate that we can solve for the regression coefficients using a linear regression, where the response variable corresponds to
and the covariates correspond to $X_u$. The corresponding partial correlation coefficients can be recovered via the algebraic relations. An $\ell_1$ penalty is applied to encourage a sparse solution, as in the lasso.\(^1\) We can estimate the neighborhood of gene $u$ for all cell states $z \in Z$ using this strategy, as depicted in Eq. 1.

$$\hat{\beta}^{(1)}_{(u)} \ldots \hat{\beta}^{(Z)}_{(u)} = \argmin_{\beta^{(1)}_{(u)} \ldots \beta^{(Z)}_{(u)}} \sum_{z \in Z} \mathcal{L}^u(X^{(z)}, \beta^{(z)}_{(u)}) + \lambda \sum_{z \in Z} ||\beta^{(z)}_{(u)}||_1$$ \hspace{1cm} (1)

where $\mathcal{L}^u(X^{(z)}, \beta^{(z)}_{(u)}) := \sum_{s=1}^{S_z} \left( x^{(s,z)}_u - \sum_{v \neq u}^{S_z} \beta^{(z)}_{uv} x^{(s,z)}_v \right)^2$. Note that the optimization problem decouples into $Z$ separate problems. This procedure is repeated to estimate the neighborhood of every gene $u \in \mathcal{V}$. It has been shown that under certain conditions, one can obtain an estimator of the edge set $E$ that is sparsistent,\(^2,11\) i.e. the correct network structure can be attained as a function of the number of genes, samples, and topology of the network.

### 2.2. Neighborhood Selection and Sample Size Heterogeneity

However, applying the same $\lambda$ to all $z \in Z$ such as in Eq. 1 can be problematic under sample size heterogeneity. Consider two cell states $z_1$ and $z_2$ and assume that $S_{z_1} > S_{z_2}$. This implies that $\mathcal{L}^u(X^{(z_1)}, \beta^{(z_1)}_{(u)})$ will generally be larger than $\mathcal{L}^u(X^{(z_2)}, \beta^{(z_2)}_{(u)})$. Applying the same $\lambda$ to both of them will then tend to lead to a more sparse solution for $z_2$ than $z_1$. This is because networks with different sample sizes should be learned with different amounts of regularization.

At first glance, it seems simple scaling/normalization (such as dividing $\mathcal{L}^u(X^{(z)}, \beta^{(z)}_{(u)})$ by $S_z$) would be sufficient. Asymptotic theory\(^12\) dictates that in addition to dividing each $\mathcal{L}^u(X^{(z)}, \beta^{(z)}_{(u)})$ by $S_z$, $\lambda$ should be divided by $\sqrt{S_z}$ as shown in Eq 2:

$$\hat{\beta}^{(1)}_{(u)} \ldots \hat{\beta}^{(Z)}_{(u)} = \argmin_{\beta^{(1)}_{(u)} \ldots \beta^{(Z)}_{(u)}} \left( \sum_{z \in Z} \frac{1}{S_z} \mathcal{L}^u(X^{(z)}, \beta^{(z)}_{(u)}) + \sum_{z \in Z} \frac{\lambda}{\sqrt{S_z}} \|\beta^{(z)}_{(u)}\|_1 \right)$$ \hspace{1cm} (2)

However, this scaling is based on several theoretical assumptions on the underlying model. As a result, it may behave erratically in practice on microarray data as we show in Section 7. Even when all the theoretical assumptions hold, the $\sqrt{S_z}$ factor is correct only asymptotically, and not necessarily for smaller sample sizes. To illustrate the problem, we present an example shown in Figure 2. (More quantitative results will be given in Section 6.) Here, a single network with 100 vertices and 200 edges was randomly generated. Then, 10 sets with 20 samples, 10 sets with 30 samples, and 10 sets with 40 samples were generated, all from the same network. We vary the sparsity parameter $\lambda$, and plot the mean edge count for each sample size. Figure 2(a) shows the results of optimizing Eq. 1 without scaling.\(^a\). As one can see, although all the samples were generated from the same network, the networks learned from the 40 samples have many more edges than those from fewer samples. Figure 2(b) shows the results for optimizing Eq. 2 (with scaling). This works better, but networks learned from the 40 samples still have considerably more edges than those from 20.

One possible strategy is to assign each network a different regularization parameter and tune these manually according to known biological interactions. Unfortunately, this requires

\(^a\)MB stands for Meinshausen and Buhlmann who proposed neighborhood selection\(^2\) for GGMs.
that we have enough prior knowledge about all the networks, which is unlikely for many systems. Instead, it is preferable to develop an approach that only requires prior knowledge about a small subset of the networks for the purposes of parameter tuning.

3. A More Robust Formulation

In order to calibrate the networks to mitigate the artifacts caused by sample size heterogeneity, we propose the following approach. We require that the sum of the absolute edge weights to be the same for all networks reconstructed. This is in some sense similar to the assumptions made in microarray data pre-processing via normalization which rely on less than ideal yet necessary assumptions in order to remove systematic dye bias from the data, e.g., quantile normalization in RMA assumes an identical distribution of gene expression values in all samples in a dataset.\textsuperscript{13,14}

Rather than post-processing the networks, we integrate this assumption into our network algorithm, thus allowing for a more principled and effective approach.

Unfortunately, it is difficult to directly modify neighborhood selection described in the previous section to incorporate this assumption, because we are constraining the entire networks to have the same sum of absolute edge weights, rather than the individual neighborhoods. The former assumption is much more realistic, since the latter implies all the nodes have similar degrees. However, since neighborhood selection estimates each neighborhood independently, it cannot incorporate this assumption in its procedure. Instead, we build our solution from SPACE\textsuperscript{15} which is a procedure that simultaneously performs neighborhood selection on all neighborhoods. First define,

\[
\mathcal{M}(X^{(z)}, \rho^{(z)}, \sigma^{(z)}) := \sum_{u \in V} \sum_{s=1}^{S_z} \left( x^{(s,z)}_u - \sum_{v \neq u} \beta_{uv}^{(z)} x^{(s,z)}_v \right)^2 = \sum_{u \in V} \sum_{s=1}^{S_z} \left( x^{(s,z)}_u - \sum_{v \neq u} \rho_{uv}^{(z)} \sqrt{\sigma_{uu} \sigma_{vv}} x^{(s,z)}_v \right)^2
\]

Then, using SPACE to estimate each network \( z \in Z \) separately will give the following optimization problem:

\[
\hat{\rho}^{(1)}, ..., \hat{\rho}^{(Z)} = \arg\min_{\rho^{(1)}, ..., \rho^{(Z)}} \left( \sum_{z \in Z} \frac{1}{S_z} \mathcal{M}(X^{(z)}, \rho^{(z)}, \sigma^{(z)}) \right) \sum_{z \in Z} \frac{\lambda}{\sqrt{S_z}} \| \rho^{(z)} \|_1 \\
\text{subject to } \rho_{uv}^{(z)} = \rho_{vu}^{(z)} \forall z, \forall u \neq v
\]

(4)

Similar to the previous sections, the objective above decouples into \( Z \) separate problems.
Here $\sigma^{(z)}_{uv} = 1/var(\epsilon^{(z)}_u)$, where $\epsilon^{(z)}_u$ was defined in Section 2.1. Note that SPACE estimates $\rho$ directly instead of $\beta$. This is because while $\rho^{(z)}_{uv} = \rho^{(z)}_{vu}$, $\beta^{(z)}_{uv} \neq \beta^{(z)}_{vu}$ due to the relation in Section 2.1.

Note that SPACE has the same problem as neighborhood selection with varying sample sizes. However, because we estimate all the neighborhoods jointly, we can propose a new formulation that enforces our assumption. This can be done by requiring the $\ell_1$ norm of the absolute value of the edge weights to be equal to $C$ for all $z \in \mathcal{Z}$.

$$
\hat{\rho}^{(1)}, ..., \hat{\rho}^{(Z)} = \arg\min_{\rho^{(1)}, ..., \rho^{(Z)}} \sum_{z \in \mathcal{Z}} \frac{1}{S_z} \mathcal{M}(X^{(z)}, \rho^{(z)}, \sigma^{(z)})
$$

subject to $\rho^{(z)}_{uv} = \rho^{(z)}_{vu}$ $\forall z, \forall u \neq v$, $\|\rho^{(1)}\|_1 = C, \|\rho^{(2)}\|_1 = C, ..., \|\rho^{(Z)}\|_1 = C$  

(5)

The formulation above represents the foundation of our approach, which we call ROMGL (RObust Multi-network Graphical Lasso). Note that this formulation is different than that in Eq. 4, because if we write it in Lagrangian form with $\lambda$’s instead of constraints, then it is equivalent to a different $\lambda$ for each constraint

$$
\hat{\rho}^{(1)}, ..., \hat{\rho}^{(Z)} = \arg\min_{\rho^{(1)}, ..., \rho^{(Z)}} \left( \sum_{z \in \mathcal{Z}} \frac{1}{S_z} \mathcal{M}(X^{(z)}, \rho^{(z)}, \sigma^{(z)}) + \sum_{z \in \mathcal{Z}} \lambda_z \|\rho^{(z)}\|_1 \right)
$$

subject to $\rho^{(z)}_{uv} = \rho^{(z)}_{vu}$ $\forall z, \forall u \neq v$  

(6)

Moreover, without solving the optimization problem, the correspondence between $C$ and the set of equivalent $\{\lambda_z\}_{z \in \mathcal{Z}}$ is unknown. Thus, the advantage of our approach is that we only have to explicitly set one parameter $C$ instead of a different $\lambda$ for each $z \in \mathcal{Z}$ (since $|\mathcal{Z}|$ might be quite large). We demonstrate our approach in Figure 2. Unlike the non-robust methods, our approach returns edge counts that are more similar across the different sample sizes.

4. Sharing Information Across States

So far, we have discussed robustly estimating a collection of networks without sharing information among different cell states. However, in the small-sample-size scenarios prevalent in regulatory genomics, this can result in poor estimation quality of the networks. For example, in the hematopoietic stem cell dataset we consider, some of the cell states have only 4 microarray samples, which is clearly statistically insufficient for reliable network estimation. However, since in many cases the gene networks are related, such as in a time series or a genealogy, we can leverage this interconnectedness of the networks for more accurate network reconstruction.

We assume we have prior knowledge of which networks are biologically related, and this information is encoded as a graph over the cell states $\mathcal{Z}$, which we denote by $\mathcal{H} = (\mathcal{Z}, \Gamma)$. $\mathcal{H}$ is constructed such that cell states closer to one another in the graph are assumed to be more biologically similar than those farther apart. For cells over a tree genealogy (e.g. stem cell differentiation), $\mathcal{H}$ represents a tree, and cell state $z$ is connected to its parent and sibling cell states. As stated earlier, several methods have recently proposed leveraging similarities of multiple networks for more accurate multi-network estimation. KELLER proposes kernel smoothing, which estimates a given network by pooling a weighted average of related samples. TESLA and TreeGL propose total variation regularization.
However, these methods do not account for sample size heterogeneity. In fact, when sharing information among related states, robustness to sample size heterogeneity is even more crucial. This is because different cell states may have different numbers of neighbors in $\mathcal{H}$, and thus some may be able to share more information than others.

For simplicity, we only discuss how our robust formulation can be incorporated with kernel smoothing. Consider a smoothing kernel $K_h(z, y)$ that defines a similarity between cell state $z$ and cell state $y$. We use the Epanechnikov kernel: $K_h(z, y) = 1 - \left(\frac{d(z, y)}{h}\right)^2$ if $\frac{d(z, y)}{h} \leq 1$, and $0$ otherwise. Here we define $d(z, y)$ to be the shortest path from $z$ to $y$ in $\mathcal{H}$. Intuitively, this means that cell states closer to one another in the graph are assumed to be more biologically similar than those farther apart. Note that this is a more general setting than Song et al.,$^4$ who merely consider smoothing over time. We can then estimate a network for a cell state using a weighted average of samples from all cell states via the kernel:

$$
\hat{\rho}^{(1)}, ..., \hat{\rho}^{(Z)} = \arg\min_{\rho^{(1)}, ..., \rho^{(Z)}} \sum_{z \in \mathcal{Z}} \sum_{y \in \mathcal{Z}} K_h(z, y) \mathcal{M}(X(y), \rho^{(z)}, \sigma^{(z)}) \\
\text{subject to } \rho^{(z)}_{uv} = \rho^{(z)}_{vu} \ \forall z, \forall u \neq v, \quad \|\rho^{(1)}\|_1 = C, ..., \|\rho^{(Z)}\|_1 = C
$$

We term this approach $\text{ROMGL-Smooth}$ (an abbreviation for $\text{Kernel-Smoothed ROMGL}$).

5. Optimization

We briefly describe how to optimize Eq. 7. The objective is separable in $z \in \mathcal{Z}$, and thus each $\{\rho^{(z)}, \sigma^{(z)}\}$ pair can be optimized separately from the other $z' \neq z$. However, Eq. 7 is not jointly convex in both $\rho^{(z)}$ and $\sigma^{(z)}$. Fortunately, given a fixed $\sigma^{(z)} = \tilde{\sigma}^{(z)}$, the problem is convex in $\rho^{(z)}$. Similarly, given a fixed $\rho^{(z)} = \tilde{\rho}^{(z)}$ we can update $\sigma^{(z)}$. Thus, we proceed by alternatively updating $\rho^{(z)}$ and $\sigma^{(z)}$.

To optimize $\rho^{(z)}$ given a fixed $\tilde{\sigma}^{(z)}$, we use a projected gradient method, where after updating the current value of $\rho^{(z)}$ in the direction of the gradient, it is projected back onto the constraint set. For our constraint, the projection can be done very efficiently in $O(n \log n)$ time using the method of Duchi et al.$^{16}$ Updating $\sigma^{(z)}$ given a fixed $\tilde{\rho}^{(z)}$ can be done using a similar update to traditional SPACE:

$$
\frac{1}{\bar{w}^{(z)}} \leftarrow \frac{1}{\sum_{y \in \mathcal{Z}} K_h(z, y)} \sum_{y \in \mathcal{Z}} K_h(z, y) \mathcal{M}^u(X(y), \tilde{\rho}^{(z)}, \tilde{\sigma}^{(z)}).
$$

6. Synthetic Evaluation

We first focus on synthetic data where the modelling assumptions hold. Our $\text{ROMGL-Smooth}$ (Eq. 7) can naturally be compared with a Gaussian Graphical Model (GGM) version of KELLER$^4$ which also uses kernel smoothing. We find that in this case the $\sqrt{\mathcal{S}}$ scaling (Eq. 2) performs better than the naive approach (Eq. 1), and therefore only compare our approach to GGM KELLER with scaling (which we refer to as $\text{MB-Smooth Scaled}$) in this section.

We performed the experiments with two types of graphs: Erdos Renyi random graphs and sparse graphs with hubs. For each type, we generate a sequence of graphs of length 25. Each graph in the sequence has 100 vertices and 200 edges, and is created by randomly deleting and adding 10 edges from the previous graph. The sample size is 30 for the first five graphs, 35 for the next 5, and so on up to 50 for the last 5 graphs. Note that all graphs have the same number of edges (even though they are not identical). We run both methods for $h = \{2, 3\}$, for a variety of regularization parameters, and repeat each experiment for 5 different graph
sequences. The methods are evaluated on two different criteria. To measure accuracy of the approaches in recovering the structures we plot precision/recall curves. The precision is defined as $\text{prec} = \frac{1}{Z} \sum_{z \in Z} \frac{\hat{\epsilon}^{(z)} | \mathcal{G}^{(z)} }{| \mathcal{E}^{(z)} |}$ and the recall is defined as $\text{rec} = \frac{1}{Z} \sum_{z \in Z} \frac{\hat{\epsilon}^{(z)} | \mathcal{E}^{(z)} |}{| \mathcal{G}^{(z)} |}$.

We also propose a quantitative measure of robustness. Let $\hat{\epsilon} = (| \mathcal{G}^{(1)} |, ..., | \mathcal{G}^{(Z)} |)$ be the vector of edge counts of the networks recovered by a method. Intuitively, if a method is robust to sample size heterogeneity, the variance of $\hat{\epsilon}$ should be small, since all the true graphs have the same number of edges. Thus, we propose the quantity $\text{var}(\hat{\epsilon})/\text{mean}(\hat{\epsilon})$ as a measure of robustness (scaling by mean($\hat{\epsilon}$) provides for easier comparison).

The precision/recall curves show that both methods perform comparably according to this metric (Figures 3(a), 3(c), 4(a), and 4(c)), indicating that our new robust approach generates results with comparable accuracy as the scaling method. However, our new approach yields results with considerably lower variance, indicating that it is more robust than the scaling method (Figures 3(b), 3(d), 4(b) and 4(d)). This is especially true when the recovered graphs are sparser, since MB-Smooth Scaled has very high variance in this case. This is the most prevalent scenario, since on many real biology datasets, the sample size is small, so we are more likely to select sparse graphs. Furthermore, as we will see, the scaling method performs much worse on real data than synthetic data.

7. Application to the Hematopoietic Stem Cell Dataset
We applied our method to the human hematopoietic stem cell dataset analyzed in Novershtern et al.\textsuperscript{17} There are 38 cell states in the tree-shaped multi-lineage stem cell genealogy. We focus on a subset of 732 genes from the entire dataset for the experiments in this section.

First, we quantitatively compare our approach (ROMGL-Smooth) to the non-robust approaches: naive (MB-Smooth Naive) and scaling (MB-Smooth Scaled). The bandwidth for
these algorithms was fixed to 5. For a given setting of the regularization parameter ($\lambda$ or $C$), we plot the average edge count over all the 38 cell states on the x-axis and the difference between the largest edge count and the smallest edge count on the y-axis. As shown in Figure 5, the non-robust methods produce networks with very different sizes, e.g., some of the networks have less than 100 edges while others have thousands. Our robust approach produces much more calibrated results.

To examine these differences further, we show cell-specific networks for two cell states, granulocytes (GRAN3) and common myeloid progenitors (CMP), recovered by the three approaches in Figure 6. GRAN3 is a leaf in the cell genealogy; it has few neighbors and the lowest effective sample size (14.92) when the smoothing kernel is applied. In contrast, CMP is an internal node in the genealogy that can differentiate into megakaryocytes, erythrocytes, granulocytes, and monocytes, and thus has many neighbors; it has the highest effective sample size (60.52). As one can see, for the naive approach (Figures 6(a) and 6(b)), sample size heterogeneity is such a problem that the GRAN3 network has zero edges while the CMP network has 4532. Similarly, the scaling approach also performs poorly. The GRAN3 network has only 72 edges (Figure 6(c)) while the CMP network has 2944 edges (Figure 6(d)). Thus, with both of these approaches, it is practically impossible to analyze the GRAN3 network in relation to the other networks. In contrast, our approach gives much more balanced results; the GRAN3 network has 1269 edges (Figure 6(e)) while the CMP network has 1614 edges (Figure 6(f)).

Next, we examined the results generated by our robust approach in more detail. Novershtern et al.\textsuperscript{17} discovered various gene modules and their corresponding regulators active in different cell states in the hematopoietic stem cell dataset. It is unknown, however, how genes in these modules interact with one another. We compare and contrast our results to theirs on the two modules 721 and 817 described in Novershtern et al.\textsuperscript{17} The former module is induced in granulocytes and monocytes (GRAN/MONO), while the other in B cells, T cells, and granulocytes (BCELL/TCELL/GRAN).

The subnetworks corresponding to the GRAN/MONO 721 module we recovered in the granulocytes and monocytes are shown in Figure 7 (a) and (b). It can be seen that we recovered all the genes in the module for both subnetworks, which include both experimentally verified ones (shown in dark purple and dark green) and unverified ones (light green). Note almost all of the proposed genes in the module are within 2-3 hops from the regulators CEBPD and MNDA in the GRAN3 and MONO2 subnetworks. Moreover, our results reveal interaction patterns of the genes in these subnetworks (only a list of genes in the module was shown in Novershtern et al.\textsuperscript{17}). A closer examination of the two subnetworks reveals that they contain...
two modules with similar gene interaction patterns, one is a large 10-gene module with MNDA, CREB5, VDR, RAB31, NOD2, CEBPD, CFP, MYCL1, WDFY3, and VENTX, and the other is a small 2-gene module with HBEGF and ATF3. Interestingly, 7 out of these 12 genes were also proposed by Novershtern et al.

Finally, we examined the reconstructed subnetworks in B cells (BCELLa3), T cells (TCELL3), and granulocytes (GRAN3) corresponding to the BCELL/TCELL/GRAN 817 module in Novershtern et al.\(^\text{17}\) (Figure 7 (c),(d),(e)). In this case, the topologies of the subnetworks are very different. The only gene module shared between the BCELLa3 and TCELL3 subnetworks is HNF4G–PIAS1–BCLAF1. In addition, the topology of the GRAN3 subnetwork corresponding to the BCELL/TCELL/GRAN 817 module is distinctly different from the BCELLa3 and TCELL3 subnetworks. These findings are consistent with the fact that both B cells and T cells are lymphocytes and closer in the genealogy than granulocytes.

8. Discussion
In conclusion, we have identified the problem of sample size heterogeneity in multi-network reconstruction and proposed a principled solution that works well in practice. Our method assumes that all networks have approximately the same number of edges. However, more
complex assumptions are possible if we have prior knowledge about the network densities. For example, we can assume cell states in a certain category each have sum of absolute edge weights equal to $C_1$, while cell states in another category are associated with parameter $C_2$.
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In case-control studies of rare Mendelian disorders and complex diseases, the power to detect variant and gene-level associations of a given effect size is limited by the size of the study sample. Paradoxically, low statistical power may increase the likelihood that a statistically significant finding is also a false positive. The prioritization of variants based on call quality, putative effects on protein function, the predicted degree of deleteriousness, and allele frequency is often used as a mechanism for reducing the occurrence of false positives, while preserving the set of variants most likely to contain true disease associations. We propose that specificity can be further improved by considering errors that are specific to the regions of the genome being sequenced. These problematic regions (PRs) are identified a-priori and are used to down-weight constitutive variants in a case-control analysis. Using samples drawn from 1000-Genomes, we illustrate the utility of PRs in identifying true variant and gene associations using a case-control study on a known Mendelian disease, cystic fibrosis (CF).
1. Introduction

Exome sequencing is a potentially powerful tool in detecting variants and genes responsible for both simple and complex diseases. Recent successes in identifying the causal variants of several Mendelian or monogenic disorders\cite{1-4} have highlighted the utility of heuristic methods of variant filtering and prioritization in the discovery process. These methods often preferentially retain or prioritize variants based on novelty, functional impact, putative effects in the protein coding regions (i.e. missense/nonsense substitutions, coding indels, and splice site-acceptor and donor sites), population frequency, and/or concordance with a subjective assessment of phenotypic features\cite{5}. This biologically informed reduction in the number of variants helps maintain statistical power by reducing the number of formally tested hypotheses and the subsequent impact of multiple testing correction procedures required in high-throughput experiments\cite{6}.

While these strategies may enrich the set of disease-associated variants based on variant/functional-level information and disease phenotype, they do not directly address the occurrence of false positives stemming from sequencing inaccuracies. Exome sequencing coverage varies greatly across the genome\cite{7-8} with some regions under-covered due to areas of low-complexity, areas of high GC content, and the occurrence of segmental duplications and homopolymers\cite{9-10}. In case-control studies investigating variant-disease associations, alignment and mapping errors in these problematic regions (PRs) reduces the sensitivity to detect true associations in these regions and may introduce false positive associations in instances where cases and controls have differential coverage depths\cite{11}. The integration of PR information in a case-control analysis may help identify false discoveries not readily identified by other commonly used methods of variant prioritization.

Using a well-characterized set of samples drawn from 1000-Genomes\cite{12} we illustrate the utility of PRs in resolving known causal variants in cystic fibrosis (CF). Combined with other variant prioritization methods, the use of PRs improves the specificity of both standard variant association tests and gene-level collapsing methods in identifying true associations despite limited sample sizes.

2. Methods

2.1. Subject Samples

All DNA samples were drawn from the 1000Genomes project. Samples were drawn from a pool of subjects broadly identified as Caucasian and known to be affected (cases) or unaffected (controls) with CF. Information regarding ethnicity, sex, and known mutations in this group of samples, including those samples harboring the ΔF508 common founder mutation, were obtained from the CFTR Human Gene Mutation Panel records at the Center for Disease Control\cite{13} and Coriell Institute for Medical Research\cite{14} websites. Cases and controls were sequenced separately using identical platforms and technologies. Raw sequencing data were aligned and variants were called simultaneously for all case and control samples.
2.2. Genomic Library Construction, Exome Sequencing, Alignment and Variant Calling

DNA libraries were prepared using Illumina TruSeq Genomic DNA High throughput Sample Prep Kits (Illumina, San Diego, CA) and exome enrichment (targeting 62Mb) was accomplished using the TruSeq Exome Target Enrichment kit (Illumina, San Diego, CA) according to manufacturer’s protocols. Sequencing was performed using Illumina Hiseq2000 or HiSeq2500 sequencers with single lane, paired-end 2X100bp reads. DNA fragments were generated and amplified using Clonal Single Molecule Array technology (Illumina, San Diego, CA). The sequences were determined using the Clonal Single Molecule Array and Sequencing-by-Synthesis using Illumina’s proprietary instrumentation and Reversible Terminator Chemistry. Sequencing reads of at least 2x100bp in length for a total of at least 8Gb of sequence data per sample were generated for each sequenced sample.

Raw sequence data were in FASTQ format and were analyzed in multisample mode with standard (Sanger) Phred-scale quality scores. The Pipeline then uses an integrated set of proprietary and public analysis tools to align and variant call genomic sequencing data. Gapped alignment is performed using the popular Burrows-Wheeler Aligner (BWA) combined with Picard and the Genome Analysis Toolkit (GATK) to improve sequence alignment and to correct base quality scores. Data was aligned to the hg19 genome, producing standard, compressed Binary Alignment Map (BAM) format files.

GATK’s Unified Genotyper module provides the Pipeline’s core set of SNV calls and their accompanying quality metrics. Calls are enhanced by proprietary SNV accuracy software which incorporates both genomic context and sequence alignment information into a model that corrects miscalled loci. All calls are made on BAM files that have been recalibrated by GATK’s base quality score recalibration (BQSR). SNV and small indels are reported in VCF format. Reference calls and no-call information is returned in BED files.

Variants were annotated using the Personalis Annotation Engine, which applied population frequencies, genetic region information, effect on genes, protein impact, protein-protein interactions and additional structural and functional features to the variants.

2.3. Problematic Regions of the Genome

Based on a previous study of discordant variant calls among multiple sequencing platforms and further work in elucidating the mechanisms underlying these errors, a database of PRs was constructed. PRs are comprised of regions having >3X the average error rate seen among variant calls deemed high-quality by VQSR (i.e. largely PASS calls). PRs included those regions of the genome with high GC content, low coverage, degeneracy due to redundant paralogous sequences, low complexity repetitive elements, segmental duplications, and compression regions for which large amounts of discordance in variant calls were previously observed. It also includes HLA regions and breakpoint library regions for structural variants (BreakSeq). While PR regions are not always mutually exclusive in terms of their categorization, the bulk of PRs (~70%) are due to 100bp regions having >70%
GC content, degenerate 100bp single reads, and simple repeats > 100bp long. Variants called in the case-control analyses were mapped onto the PR database and were flagged as potentially problematic variant calls if they fell into a PR region.

### 2.4. Case Control Analysis

Eighteen unrelated subjects with CF were matched to 54 unrelated and unaffected subjects based on sex and broad ethnic category (i.e. Caucasians) to form a 1:3 case-control study design. In a second case-control analysis, the case-group was redefined to only include the subset of CF-affected individuals without the ΔF508 founder mutation. These 8 case-subjects were again compared to the same 54 unaffected control subjects to form a ~1:7 case-control match. Analysis was performed independently in each of these case-control studies to investigate variant and gene associations with CF.

In each study, variants were removed from analysis if they failed our internal QC requirements. These QC standards required that 1) no more than 10% of the data was missing across case samples and/or control samples and 2) the multi-sample variant call from GATK’s Variant Quality Score Recalibration (VQSR) was “PASS”- indicating that there was sufficient evidence that the site was really variant in one or more samples. In order to reduce the likelihood of false discoveries when reporting CF-associated variants and genes, variants were also filtered to retain only those that were protein-coding. These filtering criteria were used when reporting variant-level associations with CF and as input criteria when testing for gene-level associations.

Remaining variants were assessed for association with disease-status using Fisher’s Exact Test. Effect size was summarized as the Odds Ratio (OR) calculated from the conditional maximum likelihood estimate of a 2x2 contingency table containing alternative and reference allele counts in cases and controls assuming an additive model. Significance testing of the null of conditional independence (OR=1) used a two-tailed test.

Analysis of the second case-control study, in which all cases with the ΔF508 founder mutation were removed, was done to investigate the occurrence of PRs in studies where smaller effect sizes among causal variants could be expected. This required detection strategies that could accommodate the genetic heterogeneity of the remaining affected individuals- since known causal variants were interspersed throughout the CFTR gene\textsuperscript{13-14}. Given the challenges in detecting rare variant enrichment with a limited number of heterogeneous case samples, we collapsed the variant-level associations based on gene-membership. An implementation of the Combined Multivariate and Collapsing (CMC) method\textsuperscript{19} was used to assess the combined association of variants within the same gene to CF. Variants were binned into groups based on their respective gene membership and further binned (rare vs. common) based on a 1000-Genome derived minor allele frequency (MAF) cutoff of 5%. A multivariate test, Hotelling T-squared, was performed on the counts within all bins to determine differences among the cases and controls with asymptotic p-
values calculated based on the F-distribution. The method of Storey\textsuperscript{20} was used to calculate FDR-adjusted p-values (i.e. q-values).

3. Results

The application of filtering criteria related only to QC-criteria (i.e. variant-call quality and missing data) among the 18 cases and matched controls, resulted in 541,119 variants for which association with CF was tested. Distribution of observed \(-\log_{10}(p\text{-value})\) revealed departure from the expected distribution and severe inflation of type-1 error (Figure 1). Filtering of variants to include only those that were protein-coding reduced the number of variants 10-fold (54,178) and improved data characteristics.

Figure 1. Q-Q Plot comparing the expected normal distribution of \(-\log(p\text{-value})\) to the observed distribution revealed inflated Type-I error when only data quality filters are applied (left). Filtering variants to include only those that are protein-coding (right) improves the data characteristics and revealed significant (p<10\(^{-5}\)) true associations (\(\Delta F508\)), false positives occurring in problematic regions (PR), and false positives that would have been removed based on low allele frequency requirements (F).

Given the number of variants available after QC-criteria and protein-coding filters were applied, an exome-wide significance threshold was set at a p-value of 10\(^{-5}\). At this level, five variants were significantly associated with CF-status, including the known causal variant \(\Delta F508\) (rs199826652) that was present in eight affected individuals. Three variants, all indels, occurred in PR regions (Figure 1, “PR”), and one SNP was a missense mutation in the gene DOK3 (Table 1). For variants occurring in PRs of the genome, the underlying presence of simple repeats (\(POU4F2, KIAA0664\)) or interspersed repeats (\(COPB1\)) caused sequencing
errors. The SNP, rs3749728, had an allele frequency of 14% according to 1000-Genomes, and would have been identified as a likely false positive based on low frequency assumptions often used for rare, Mendelian disorders (Figure 1, "F").

Table 1. Five variants significantly (p<10⁻⁵) associated with CF-status after applying QC criteria and and protein-coding filters. Also show are the associated frequencies (MAF) and occurrences in PRs

<table>
<thead>
<tr>
<th>dbSNP/Gene</th>
<th>Chromosome Position</th>
<th>Ref/Alt Allele</th>
<th>MAF</th>
<th>PR</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>POU4F2</td>
<td>Chr4: 147560457</td>
<td>TGGCGGCGGCGGC/</td>
<td>Yes</td>
<td>4.0×10⁻⁹</td>
<td></td>
</tr>
<tr>
<td>COPB1</td>
<td>Chr11: 14521144</td>
<td>CGTA/C</td>
<td>Yes</td>
<td>4.2×10⁻⁶</td>
<td></td>
</tr>
<tr>
<td>rs3749728/</td>
<td>Chr5: 176936819</td>
<td>C/G</td>
<td>14%</td>
<td>No</td>
<td>7.7×10⁻⁶</td>
</tr>
<tr>
<td>DOK3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rs199826652/</td>
<td>Chr7: 117199644</td>
<td>ATCT/A</td>
<td>1%</td>
<td>No</td>
<td>7.7×10⁻⁶</td>
</tr>
<tr>
<td>CFTR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KIAA0664</td>
<td>Chr17: 2595272</td>
<td>GCCCCCGCCACGCCGCCGCCGACCTG/</td>
<td>Yes</td>
<td>1.0×10⁻⁵</td>
<td></td>
</tr>
</tbody>
</table>

Aside from the ΔF508 mutation, no other variants in the CFTR gene occurred in more than 3 case samples, reflecting the genetic heterogeneity of CF. Since an analysis of only case-samples not harboring the ΔF508 founder mutation would be severely underpowered to detect the smaller effect sizes of the remaining CFTR variants, we aggregated variant effects based on gene-membership (i.e. collapsing). Subsequent association testing of 10522 genes with CF-status revealed 15 genes with FDR-controlled p-values (q-values) < .05. Of these, CFTR was ranked the 4th gene by p-value. Table 2 summarizes these 15 genes, the nominal p-values derived from the CMC test-statistic, the number of variants contributing to the test statistic, the percentage of those variants found in PRs and the predominant PR type. Collectively, out of the 27 variants occurring in PRs and contributing to these collapsing results, the majority (14) occurred in areas of high-GC content, 10 occurred among segmental duplications, and the remaining occurring among areas of low complexity/simple repeats. Notably one gene association listed in Table 2, ATF7IP2, had no constitutive variants in PRs, yet was ranked higher than the known causal gene (i.e. CFTR). Further examination of this result revealed good coverage in this area across samples indicating that this was likely reflecting a true difference between cases and controls. However, 3 out of 4 constitutive variants had MAFs > 5%, indicating that these differences are unlikely to be causally related to CF and would be typically excluded using MAF threshold filters.
Table 2. Collapsing results using only CF-affected samples without the ΔF508 mutation revealed 15 genes with q-values<0.05. The nominal p-values, the percentage of those variants in PRs, and the predominant PR type is shown.

<table>
<thead>
<tr>
<th>Gene</th>
<th>p-value</th>
<th>Number of variants</th>
<th>Percentage of variants in PR</th>
<th>PR types</th>
</tr>
</thead>
<tbody>
<tr>
<td>POU4F2</td>
<td>1.5x10^{-9}</td>
<td>2</td>
<td>100%</td>
<td>Repetitive sequence, High GC</td>
</tr>
<tr>
<td>MSX1</td>
<td>4.9x10^{-8}</td>
<td>5</td>
<td>40%</td>
<td>High GC</td>
</tr>
<tr>
<td>ATF7IP2</td>
<td>2.7x10^{-7}</td>
<td>4</td>
<td>0%</td>
<td>--</td>
</tr>
<tr>
<td>CFTR</td>
<td>4.5x10^{-7}</td>
<td>29</td>
<td>0%</td>
<td>--</td>
</tr>
<tr>
<td>Fuz</td>
<td>1.2x10^{-6}</td>
<td>3</td>
<td>33%</td>
<td>High GC</td>
</tr>
<tr>
<td>C8orf74</td>
<td>1.2x10^{-6}</td>
<td>5</td>
<td>40%</td>
<td>High GC</td>
</tr>
<tr>
<td>TRIM10</td>
<td>1.2x10^{-6}</td>
<td>7</td>
<td>0%</td>
<td>--</td>
</tr>
<tr>
<td>COL6A1</td>
<td>3.4x10^{-6}</td>
<td>6</td>
<td>33%</td>
<td>High GC</td>
</tr>
<tr>
<td>PTK2B</td>
<td>6.1x10^{-6}</td>
<td>8</td>
<td>0%</td>
<td>--</td>
</tr>
<tr>
<td>FAM108A1</td>
<td>1.2x10^{-5}</td>
<td>2</td>
<td>100%</td>
<td>Segmental Duplication</td>
</tr>
<tr>
<td>MAP7D1</td>
<td>1.6x10^{-5}</td>
<td>7</td>
<td>43%</td>
<td>High GC</td>
</tr>
<tr>
<td>SCN10A</td>
<td>1.8x10^{-5}</td>
<td>13</td>
<td>0%</td>
<td>--</td>
</tr>
<tr>
<td>DIDO1</td>
<td>3.5x10^{-5}</td>
<td>4</td>
<td>24%</td>
<td>High GC</td>
</tr>
<tr>
<td>FLG</td>
<td>4.0x10^{-5}</td>
<td>9</td>
<td>89%</td>
<td>Segmental Duplication</td>
</tr>
<tr>
<td>COPB1</td>
<td>8.7x10^{-5}</td>
<td>2</td>
<td>50%</td>
<td>Repetitive sequence</td>
</tr>
</tbody>
</table>
4. Discussion

In retrospective observational studies of disease association, where disease-affected samples (cases) may be compared to previously sequenced shared controls, alignment and mapping errors can create false evidence for polymorphisms when there are differences in coverage and read depth between groups. Recent evidence has shown that these types of errors can persist when the same genome is sequenced twice under identical analytical environments. Even in carefully designed case-control studies, where samples are matched appropriately and are collected, sequenced, and analyzed together to avoid experimental bias, these errors reduce statistical power for detecting true disease associations. Reduction in these errors are essential for many diseases in which it is a challenge to sufficiently power a case-control study, and is particularly important for complex diseases in which filtering based on frequency thresholds and functional impact may not be appropriate, and where expected effect sizes for a single variant/gene are small or moderate.

CF and the associated study samples used here provide a dataset well-suited to testing the effects of PRs on detection specificity, given that the underlying causal gene and mutations are well-known. Even with a limited number of case samples, we are sufficiently powered to detect variants or genes known to be associated with CF, but suffer from an inflated Type-I error rate. While the effects of these errors can be mitigated through the use of commonly used filtering criteria using a-priori knowledge of the disease (e.g. rare, Mendelian, monogenic), their presence indicates a likely underlying source of bias occurring in the study. No evidence of population stratification was observed when the variance across samples was summarized using principal components- largely discounting biases that might have arisen during the case-control matching process. A potential source of this high error rate may be due to the use of a multi-sample VQSR variant-quality call. In multi-sample mode, a VQSR filter call of “PASS” denotes that the variant call is likely correct in at least one sample- but does not insure it is of sufficient quality across all samples. Variants in which a subset of samples contain low quality calls may introduce false positives associations when those calls occur disproportionality in either the case or control groups. The use of sample-specific (rather than multi-sample) variant-quality calls may help target only those variants of sufficient quality across all samples, providing a higher quality set of variants for association testing in downstream analysis.

Even with the use of filtering criteria, sequencing errors that occur in PRs of the genome cause several false-discoveries to persist. While the variants in Table 1 included those related to errors in covering repeat sequences, examination of PRs in Table 2 revealed that the majority of errors were related to areas of high-GC content and the occurrences of segmental duplications. A comprehensive database integrating these regions provides a mechanism to identify and experimentally or statistically address these potential sources of error.
While the rational use of variant prioritization and/or filtering can enrich the pool of variants likely to be associated with disease, the concomitant reduction in detection sensitivity often increases the Type-II error rate. Filtering variants based on PRs would be particularly problematic in this regard, given that these occur throughout the genome and are not directly related to disease characteristics. Alternative strategies have used probabilistic models incorporating read-specific quality scores and/or sequencing training data in an effort to distinguish true variants from sequencing errors. The outcome is typically a decision rule designed to improve false-positive or false-negative error rates in variant detection, or a scoring system in which variants can be differentially weighted in subsequent analysis. While these approaches are certainly improvements over simple filtering of variants, they do not explicitly model all sources of errors inherent in the sequence data itself, including areas of degeneracy, high GC content or areas of low-complexity.

Regardless of the strategy used to distinguish sequencing errors from true discoveries, the errors in the sequence data still exist. The greatest potential impact of a database of PRs is in the identification of areas in the genome that should be targeted for improved coverage—the result being reductions in sequencing error rates regardless of the underlying cause. Improvements in coverage can have beneficial effects on sensitivity; and will improve specificity in large-scale studies where the error rates can differ across samples.
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The immune system gathers evidence of the execution of various molecular processes, both foreign and the cells’ own, as time- and space-varying sets of epitopes, small linear or conformational segments of the proteins involved in these processes. Epitopes do not have any obvious ordering in this scheme: The immune system simply sees these epitope sets as disordered “bags” of simple signatures based on whose contents the actions need to be decided. The immense landscape of possible bags of epitopes is shaped by the cellular pathways in various cells, as well as the characteristics of the internal sampling process that chooses and brings epitopes to cellular surface. As a consequence, upon the infection by the same pathogen, different individuals’ cells present very different epitope sets. Modeling this landscape should thus be a key step in computational immunology. We show that among possible bag-of-words models, the counting grid is most fit for modeling cellular presentation. We describe each patient by a bag-of-peptides they are likely to present on the cellular surface. In regression tests, we found that compared to the state-of-the-art, counting grids explain more than twice as much of the log viral load variance in these patients. This is potentially a significant advancement in the field, given that a large part of the log viral load variance also depends on the infecting HIV strain, and that HIV polymorphisms themselves are known to strongly associate with HLA types, both effects beyond what is modeled here.
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1. Introduction

The mammalian immune system consists of a number of interacting subsystems employing various infection clearing paths, with cellular presentation playing a central role in many of them. Most of the cells present a sample of peptides derived from cellular proteins as a means of advertising their states to the immune system. This facilitates globally coordinated action against viral infection.

The input to the cellular immune surveillance is illustrated in Fig. 1. We show a simplified illustration of an infected cell which expresses both self (black) and viral (red) proteins (Fig. 1A). Major histocompatibility complex (MHC) type I molecules bind to a small fraction of peptides from these proteins, created by proteasomal cleavage (Fig. 1B). Inside these MHC complexes, the peptides are transported to the surface of the cell, where they may be detected by the cytotoxic T cells (CTL), which then may send self-destruct signals to the infected cell, thus stopping further infection (Fig. 1C). Peptides that are a target of immune surveillance are often referred to as epitopes. As the sampled peptides do not appear in a particular spatial organization on the surface, the immune system effectively sees the infection as a bag of MHC molecules loaded with different viral peptides. Depending on the application, this representation may be further simplified into a bag of viral peptides (Fig. 1D), under the assumption that the main effect of the MHC molecules is the peptide selection (e.g. choosing conserved vs non-conserved targets).
This paper has a dual purpose: i) it argues for the new application of bag of words models\textsuperscript{2,9}, which have already been successfully applied in various other areas of machine learning, as a set of tools for capturing correlations in the immune target abundances in humoral and cellular immune surveillance, and ii), it proposes a novel way of modeling bags of words which differs from PCA-like approaches not only in its treatment of observed epitope abundances as counts, but also moves away from the traditional componential structure towards a spatial embedding that captures smooth changes in cellular presentation. In the experimental section, we restrict to the analysis of the links between the HIV viral load and the patients HLA types, leading to significant improvement with respect to the state of the art. Beyond the particular application tackled here, a good probability model of the epitope co-presentation has several direct applications, from correcting association studies, to detecting patients or populations that are likely to react similarly to an infection, to the rational vaccine design.

**Related Work** Explaining the differences in viral loads in different HIV patients has received a lot of attention from the HIV community, ever since the early longitudinal studies showed that changes in viral load occur in synchrony with the emergence of new HLA class I epitopes in immune assays.\textsuperscript{4} However, in case of the highly polymorphic HIV, a handful of epitopes usually fail to control the infection, and so researchers turned to population studies in search for optimal immune targets. Early studies failed to detect significant links between patients HLA types and viral load as the straightforward statistical approaches could not handle small dataset sizes (typically around 200 patients or less). But the evidence of HLA pressure on HIV was recognized in strong associations between viral mutations and patients’ HLA types.\textsuperscript{5} Viral load is highly variable and it may depend on numerous factors, such as gender, age, prior infections and general health of the individual. Thus it seemed likely that only the strongest MHC-driven effects would be visible through the noise. Still, any statistically significant result has been seen as having important consequences to HIV research. Eventually, larger cohorts allowed researchers to detect links between HLA types and viral load. Certain HLA B types, esp. B57 and B5801 were found to strongly associate with low viral load in a cohort of over 700 HIV patients in southern Africa.\textsuperscript{7} In these studies, despite the statistically strong associations, the viral load in B57 or B5801 positive and negative patients still had such large variance that each of these HLA types alone could only explain less than 2% of the total log viral load variance in the
Table 1. The percentage of viral load (VL) explained in literature as the square of the Pearson’s linear correlation coefficient (See Tab. 2)

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Major Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>VL considered too noisy. Associations with mutations found</td>
</tr>
<tr>
<td>7</td>
<td>1-2% of VL variance explained through individual allele association</td>
</tr>
<tr>
<td>6</td>
<td>4% of VL variance explained through by targeting efficiency</td>
</tr>
<tr>
<td>10</td>
<td>4.3%-9% of VL variance explained by combinations of epitopes</td>
</tr>
<tr>
<td>This Paper</td>
<td>Up to 13.5% of VL variance explained by embedding into Counting Grids</td>
</tr>
</tbody>
</table>

population.

Multiple hypothesis testing issues and linkage disequilibrium among HLA loci complicated this research and the employed straightforward statistical approach did not present obvious ways to move from singular features (such as a binary labeling of patients as having B57 or not) to combinations of features that would provide higher explanatory power. However, by analyzing the tendency of the HLA molecules to bind to conserved targets in the HIV, it is possible to create a patient score (dubbed targeting efficiency) that captures binding characteristics of all 6 HLA molecules relative to HIV proteins. At least on one cohort, targeting efficiency explained a little less than 4% of the log viral load variance. On the same cohort, another recent method deals with multiple features and their correlations, the correlation sifting, explaining 4.3% of the log viral load variance by patients’ HLA types. We show here that the bag of words models lead to even better regression to viral load. This is especially the case for the new counting grid model that efficiently captures correlations in cellular presentation by embedding patients in a grid, where the embedding coordinates can be used to explain 13.5% of log viral load variance, more than twice the current state of the art.

To put these numbers into perspective, it is important to make two observations. First, even weak signals, had the tendency to move the entire field, as valuable characteristics of the interaction between HIV and the host immune system were revealed, informing both the research on HIV drugs and the research on HIV vaccine. Second, in addition to high variation of the viral load due to factors that relate to age and general health, it is known that the set point viral load depends strongly on the infecting strain, and as HIV was found to mutate in its reactions to HLA presentation, this variation in fitness in the infecting strains may itself be due to the HLA pressure from previous hosts. Thus the increase in explanatory power of HLA types from around 4% of the log viral load to around 13.5% is potentially of great importance. Further analysis in selected combinations of features in the counting grid may lead to further advances in understanding the evolutionary arms race between HLA and the human immune system.

2. Bag of words models

In machine learning research, data samples are often represented as bags of features without a particular order. This choice is typically motivated by the difficulty or computational effi-

Note again that the original analysis based on individual alleles failed to detect significant links with viral load there.
ciency of modeling the feature structure. Computational biology is abundant with examples of data where the structure is truly unknown, rather than just sacrificed for computational efficiency: for example, a gene expression array has been modeled as a bag of genes with expression levels simply corresponding to counts because most of the time little is known about the cellular pathways that employ these genes. Without such knowledge there is no clear gene ordering. But biology is also abundant with situations where the raw data of interest actually has no (known or unknown) structure. In particular, in this paper we develop models of the sets of immune system targets.

Topic models were introduced by the text analysis community and have been particularly successful in representing text documents. These simplified models of text assume that a text document has been generated simply by mixing words from a subset of possible topics. In typical applications, the number of possible topics is large, and these topics are inferred from the data by analyzing word co-occurrence patterns, and so the topic scope can vary from very narrow to quite broad, e.g., from near homonyms, to words found in most stories on US politics. An individual document is assumed to use only a fraction of all possible topics, and so the resulting bags of words will exhibit strong co-occurrence patterns: when the president is mentioned, so is the congress, as both appear in the same topic.

These models can be used in other domains by simply replacing words with some other set of features of interest. In bioinformatics, for example, words are replaced by genes and their counts by expression levels to model microarray experiments. Visual descriptors are extracted from salient points of brain images and clustered into “visual words” replacing traditional words in bags of words and these representations were then used to classify schizophrenic patients from controls. Peaks in nuclear magnetic resonance (NMR) spectrometry were also clustered and used as words. Finally, protein sequences are sometimes broken into segments or fragments, which serve as words for comparing protein structures.

Among topic models one of the best known is the Latent Dirichlet Allocation (LDA). To formally define this model, we will index possible words (features) by $z$ and denote the set of observed word (or feature) counts in the $t$-th bag of words by $\{c_t^z\}$. The latent (hidden) variables describe the choice of topics indexed by $k$. The choice of topics follows a distribution $p(k|\theta) = \theta_k$, and each topic has its own distribution over all the words $p(z|k, \beta) = \beta_{z|k}$. The
vector that depicts the topic distribution for one document $\theta$ is sampled from a Dirichlet distribution with parameters $\alpha$. The following probability of generating a particular document is induced by this simple generative process (after picking the topic distribution $\theta$, pick a topic, then pick a word form the topic, then pick a topic and a word from it again and again till all the words in the document are generated):

$$p(\{c^t_z\}|\alpha, \beta) = \int p(\theta|\alpha) \cdot \prod_z \left( \sum_k (p(z|k, \beta) \cdot p(k|\theta))^{c^t_z} \right) d\theta$$

The model parameters are estimated based on a training set so as to maximize the product of probabilities of all training documents. The topic proportions $\theta$ for individual documents can be used as a compact representation of the bag of words that discards the superfluous aspects of the data. For example, the HIV viral load can be regressed directly to these hidden variables in patient cohorts that are too small for the full representation of the viral presentation. Modeling cellular peptide presentation as a mixture of topics can capture some of the presentation patterns discussed above. Upon model fitting, the topics may correspond to individual MHC molecules that are more frequent in the patient cohort, or entire families of MHC types that have similar presentation (sometimes referred to MHC supertypes). In this case, all viral peptides would be indexed by $z$, and the topic probability distribution would reflects the probabilities of binding of a particular MHC (super)type to these different peptides. Some topics may also capture the HIV clade structure as mutations in each clade alter the MHC binding patterns.

**Estimating bags of peptides for individual HIV patients**

The concentration of any viral peptide on the cellular surface depends on the source protein’s expression level. But different HIV proteins are expressed at different times in the HIV’s infection and reproduction cycle. Instead of trying to estimate appropriate weighting factors, we simply considered each of the HIV proteins in isolation in our experiments. As most epitopes are of length 9, for each analyzed protein we created a vocabulary of all 9-mers that exist in this protein, indexed by $z$. Each human host has up to 6 different MHC I molecules (two from each of the three ancient duplicated and highly polymorphic loci A, B, C in the HLA region). In addition, in our experiments we dealt with a cohort in which we had the HLA types for each patient and we had access to an MHC I - peptide complex prediction algorithm that can estimate the binding energy $E_b(z, m)$ for each of the peptides $z$ and the different patient’s HLA molecules indexed by $m$. Finally, we also used a cleavage energy$^{22}$ estimate $E_c(z)$ and turned the total energy into a count (concentration) as follows

$$c^t_z = e^{-E_c(z) - \min_m [E_b(z,m)]}$$

In a simplified model, the individual’s immune system sees this variation in peptide counts (with many counts close to zero), and thus needs to recognize a virus not as a whole but as a set of disordered viral peptides. Estimation of surface peptide (relative) counts could use any number of other epitope prediction techniques recently developed in computational biology.$^{23}$ Here we used the adaptive
double threading technique, as it provides prediction for arbitrary MHC types simply defined by their protein sequence. NET MHC Pan predictors provides similar functionality.

The counts $c_z$ are not independent. The MHC system, as well as viral mutations, create links among the abundances of different viral peptides in the observed bag. Each MHC molecule has its binding preferences that lead to selection of only one of a hundred to a thousand of peptides. The human leukocyte antigen (HLA) region (human MHC) is the most polymorphic region of the human genome. As a result, two patients infected by the same virus, e.g. HIV, are highly unlikely to have the exact same MHC molecules. Each of their molecules will select specific targets from HIV proteins, and the patients’ sets of immune targets will likely overlap only partially. The variation of the HIV epitope sets found in different patients exhibits strong co-occurrence patterns where a high count of one peptide often implies inclusion of several others, as they are all good binders to a particular MHC allele (families of different alleles can also share binding preferences). These links in epitope presentations are further expanded by weak linkage disequilibrium among MHC types as well as viral adaptation, which is itself correlated across sequence sites.

This all means that good models of bags of epitopes that constitute the immune surveillance input need to capture these correlations and this is precisely what the probability models of bags of words where meant to do for text documents.

3. The Counting Grid model

In the counting grid model, individual distributions over words are arranged on a grid (see Fig 2). Each of these distributions is relatively tight, with only a few features having significant probability. To generate a bag of words, instead of mixing topics, it is assumed simply that a window into the grid is opened, and the feature counts in the cells inside the window are combined to create the appropriate words in appropriate abundance. The window floating over the grid captures well variation in certain types of documents where we can see slow evolution of the topics, where certain words are dropped and new ones introduced: think for example to news stories over time, as interest in certain news slowly vanes in favor of new ones. Although traditional topics have been embedded in time or space and made slowly varying in certain directions, these variations do not quite capture the simple constraints present in CG models where a small window shift in the grid simply drops certain words and adds new ones. Furthermore, the counting grids are learned from the data for which the embedding in time or space is not available; this is the case for epitope bags. As we will show shortly, counting grids for this data can never the less be produced by iteratively estimating the grid distributions and inferring the mapping of the data to appropriate windows in it, thus resulting in the embedding of the data to a grid.

Formally, the basic counting grid $\pi_{i,z}$ is a set of normalized counts of words / features indexed by $z$ on the $D$-dimensional discrete grid indexed by $i = (i_1, \ldots, i_D)$ where each $i_d \in [1 \ldots E_d]$ and $\mathbf{E} = (E_1, \ldots, E_D)$ describes the extent of the counting grid. Since $\pi$ is a grid of distributions, $\sum_z \pi_{i,z} = 1$ everywhere on the grid. A given bag of words/features, represented by counts $\{c_z\}$ is assumed to follow a count distribution found somewhere in the counting grid. In particular, using windows of dimensions $\mathbf{W} = [W_1, \ldots, W_D]$, each bag can be generated by
first averaging all counts in the hypercube window \( W_k = [k\ldots k+W] \) starting at \( D \)-dimensional grid location \( k \) and extending in each direction \( d \) by \( W_d \) grid positions to form the histogram 

\[
 h_{k,z} = \prod_{d} W_d \sum_{i \in W_k} \pi_{1,z} \]

and then generating a set of features in the bag. In other words, the position of the window \( k \) in the grid is a latent variable given which the probability of the bag of features \( \{c_z\} \) is

\[
 p(\{c_z\}|k) = \prod_z (h_{k,z})^{c_z} = \frac{1}{\prod_d W_d} \prod_z (\sum_{i \in W_k} \pi_{1,z})^{c_z}
\]  

Relaxing the terminology, we will refer to \( E \) and \( W \) respectively as the counting grid and the window size. We will also often refer to the ratio of the window volumes, \( \kappa \), as a capacity of the model in terms of an equivalent number of topics, as this is how many non-overlapping windows can be fit onto the grid. Fine variation achievable by moving the windows in between any two close by but non-overlapping windows is useful if we expect such smooth thematic shifts to occur in the data, and we illustrate in our experiments that indeed they do. Finally, with \( W_k \) we indicate the particular window placed at location \( k \) (see Fig.2C). To learn a counting grid we need to maximize the likelihood of the data:

\[
 \log P = \sum_t \log \left( \sum_k \cdot \prod_z (h_{k,z}^{c_t}) \right)
\]

The sum over the latent variables \( k \) makes it difficult to perform assignment to the latent variables while also estimating the model parameters. The problem is solved by employing an iterative variational EM procedure. The E step aligns each bag of features \( \{c_z^t\} \) to grid windows, to match the bag’s histograms. In this way we compute the posterior distribution \( q_k^t \) over all windows \( k \) so that a better match between \( \{c_z^t\} \) and \( h_{k,z} \) across all features \( z \) yields a higher value for the match. In other words, \( q_k^t \) is probabilistic mapping of the \( t \)-th bag to the grid widnows \( k \). This mapping is usually peaky, i.e., each bag tends to map to a few nearby locations in the grid. In the M-step we re-estimate the counting grid so that these same histogram matches are even better. To avoid severe local minima it is important to consider the counting grid as a torus, and perform all windowing operation accordingly. For details on the learning algorithm and on its efficiency see the original CG paper.\(^9\)

**Regression of continuous values**

Once a CG is learned, we show here how one may embed continuous values \( y_t \) on the grid (e.g., HIV viral load). This is achieved using the posterior probabilities \( q_k^t \) for each bag already inferred and embedding the corresponding viral load inside the entire mapped window(s), and then averaging all overlapping windows (Fig.2D), which is similar to how M step re-estimates the distributions \( \pi \):

\[
 \gamma(i) = \frac{\sum_t \sum_{k \in W_k} q_k^t \cdot y_t}{\sum_t \sum_{k \in W_k} q_k^t}
\]

The function \( \gamma \) can then be used for regression, in what is essentially a nearest-neighbor strategy: when a new data point is embedded based on its bag of words, the target is simply read out from \( \gamma \), which is dominated by the training points which were mapped in the same region.
In Fig. 4A we show a couple of \( \gamma \)'s, estimated from the dataset we used in the experiments. The window \( W \) is shown with a dotted line in the figure.

### 4. Experiments

In this section we first discuss what aspects of the epitope bags the counting grids may capture. Then we show that counting grids outperform not only traditional bag of words models, which have previously not been applied to this task, but also the state of the art in biomedical and computational biology literature\(^5\)\(^\text{-}^7,^\text{10}\) on analysis of the links between the HIV viral load and the patients HLA types (see Tab. II).

#### Types of correlations in epitope bags that can be captured with counting grids

There are reasons why a counting grid model may be a more appropriate model of variation in epitope bags and perhaps more generally in many computational biology applications. These reasons have to do with the manner in which biological entities interact and adapt to each other leading to patterns of slow evolution characterized by genetic drift, local co-adaptation, as well as punctuated equilibrium. In case of cellular presentation, for example, millions of years of evolution created certain typical variants of MHC as well as minor variation on each of these major types. These variations are at least in part due to the interaction with viruses,\(^6\) and similarly the genetic variation in viruses reflect some of this evolutionary arms race, too. Thus, the HIV clade constraints, as well as MHC binding characteristics may be so interwoven that a rigid view of cellular presentation as a mix of a small number of topics may be inappropriate. In the counting grid, the major variants of cellular presentation can be modeled as far away windows, while minor variations would be captured by slight window shifts in certain regions of the grid. To illustrate this we analyzed the cellular presentation of HIV patients from the Western Australia cohort.\(^5\) We represented each patient’s cellular presentation by a set of 492 counts over that many 9-long peptides from the Gag protein, previously found to be targeted by the immune system. The counts were calculated based on the patients MHC class I types (or HLA types, as they are called in humans) and the HLA-peptide binding estimation procedure discussed in Sec. 2. This provides us with bags of peptides (BoP, counts over the 492 words) that represent GAG in different patients. We used the same process for two more proteins, POL and VPR, resulting in counts matrices of respectively \( 88 \times 135 \) and \( 939 \times 118 \) words \( \times \) samples. We analyzed only the clade B infected patients.

#### Cellular presentation of viral peptides and viral load

As the immune pressure depends on cellular presentation, the variation in cellular presentation across patients is expected to reflect on the variation in viral load, at least to some extent.\(^5\)\(^,^6\) Viral load is expected to depend on the cellular presentation for various reasons. If the targeted peptides are conserved, this indicates inability of the virus to escape immune pressure. Even binding to some relatively variable peptides may lead to good outcomes for the patient (low viral load), as long as the CTLs can crossreact effectively across the peptide variants. In addition, there is a possibility that additional qualities of the peptides render some immune responses more effective than the others, or that certain immune responses trigger different viral behaviors. In bio-medical
Fig. 3. HIV viral load regression. The variation of the correlation factor $\rho$ for CG and LDA models of different complexities. Color code is used represent the square CG size $E$ as a single capacity can be obtained with different $E/W$ combinations.

As a general procedure, we first trained a CG using the bags-of-peptides $c_z$ but without using the regression targets $y^t$ (log viral load). Then, in a leave-out-out fashion, we held out a sample $t$ and estimated the regression function $\gamma$ (see Eq. 5, with $t \neq \hat{t}$) using all the other epitope bag/viral load pairs, and finally, read out $\gamma$ in the appropriate (probabilistic) location $\hat{q}_k$ to obtain the viral load prediction for $t$ sample as $y^t_{CG} = \sum_k \hat{q}_k \cdot \gamma(k)$. Once we computed the estimated regression target for all the samples, we computed $\rho$, the pairwise correlation coefficient between the true and the estimated viral load, comparing CGs with LDA, and a technique based on phlogenetic trees meant to establish how much can the viral load be predicted simply from the patient’s dominant HIV sequence, as different strains may vary in fitness.

We considered counting grids of various complexities $E = [12, 15, 18, 21, 25, 30, 35, 40, 50]$ and $W = [2, 3, 4, \ldots]$. We tested only the combinations with capacity $\kappa$ between 1.5 and $T/2$, where $T$ is the number of samples available.

Rogers’ LDA adaptation LPD originally designed for modeling microarray data was evaluated in a similar fashion. We learned as single model (without using the target) and we predicted the viral load for the left out sample using linear regression based on the topic proportions $\theta$.

To compare with a sequence-based regression, we used the maximum likelihood approach to estimate a phylogenetic tree for all patients’ HIV sequences. Few parameters have to be tuned when computing such trees: In our experiments, we pick as a rate substitution matrix the WAG model, and we allowed for rate variations across sites, setting 4 discrete gamma categories. To predict the viral load $\hat{y}$ for a test sequence $x$ using the estimated tree, we detected the training sequences that lie near by in the tree and averaged their viral loads according to their distance. If $t$ indexes the training sequences $x_t$ and their associated viral load value $y_t$,

$$\hat{y} = \sum_t e^{-C \cdot \text{dist}(x,x_t)} \cdot y_t$$

The parameter $C$ has been found with crossvalidation on the training set. Fig. 3 summarizes the performance of CG and LDA across a range of capacities $\kappa$ for CGs and the number of topics $K$ for LDA. LDA and CGs reach similar results of POL and VPR, while CGs have a clear advantage on GAG. It is important to note that for the Counting Grids, the correlation
factor varies much more regularly with the capacity $\kappa$, since this indicates that the complexity can be chosen on the training set through crossvalidation, which then allow us to properly calculate the percent of viral load explainable by the model. For each protein, we performed leave-one-out crossevaluation on the training set, to pick the best model complexity ($E/W$ for Counting Grids, or the number of topics $K$ for LDA) and we compared the results with the tree regression discussed above.

In leave-one-out experiments, the training set was each time used as a full set for another set of leave-one-out experiments on training data alone, plotting the graphs as above, and picking the best complexity. Then for the test sample we predicted the viral load using this best complexity. It is important to note that in this scheme i) the viral load of different patients can in principle be predicted using different complexities, and ii) the test sample does not contaminate the prediction model in any way. Results are shown in Tab.2. For Latent Dirichlet Allocation, this process failed and we could not obtain statistically significant results because of severe overtraining issues.

Finally, we also combined CG predictions with the idea of regressing the reconstruction error $E^t_{z} = \tilde{c}^t_{z} - R^t_{z}$ on residual viral load $y^t_{RED} = y^t - y^t_{CG}$, where $y^t_{CG}$ is the viral load prediction using the counting grid, and $\tilde{c}^t_{z}$ the normalized feature count. We used a regularized linear regression with $L_1$ norm using as before leave-one-out crossevaluation to choose the best model complexity. We computed the correlation factor $\rho$, setting final viral load prediction to be equal to the sum of $y^t_{CG}$ and the prediction of $y^t_{RED}$. The idea here is that the deviation from the norm may be detecting viral adaptation and can predict further the modulation of viral fitness. As can be seen in Tab.2, column $CGs\rightarrow10$, this improved the performance in all the cases.

Interestingly, the model complexities chosen by each round of leave-one-out, though they could in principle be different for each patient, did not in fact differ that much. Regardless of the protein considered, for more than 89% of the data points the same complexity was typically chosen, as reported in the last column of Tab. 2.

The medical literature has other results obtained by analyzing GAG protein as shown in Tab.1, but the results reported here outperform all these methods, too.

We have one final note on the embedding function $\gamma$. The bags of peptides are mapped to the counting grid iteratively as the grid is estimated as to best model the bags, but the regression target, the viral load, was not used during the learning of CGs or LDA models. However, the inferred mapping after each iteration can be used to visualize how the embedded

<table>
<thead>
<tr>
<th>Protein</th>
<th>$\rho$</th>
<th>$\rho$</th>
<th>$\rho$</th>
<th>$\rho$</th>
<th>$\rho$</th>
<th>Complexity Chosen</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAG</td>
<td>0.3301</td>
<td>0.3674</td>
<td>0.3519</td>
<td>NS</td>
<td>0.1835</td>
<td>[30.5] - 89%</td>
</tr>
<tr>
<td>VPR</td>
<td>0.2011</td>
<td>0.2546</td>
<td>0.1061</td>
<td>0.1202</td>
<td>NS</td>
<td>[50.8] - 94%</td>
</tr>
<tr>
<td>POL</td>
<td>0.2338</td>
<td>0.2443</td>
<td>0.1812</td>
<td>NS</td>
<td>NS</td>
<td>[40.11] - 97%</td>
</tr>
</tbody>
</table>

Table 2. Pearson’s linear correlation (after crossvalidation where applicable). Crossevaluation for LDA was found not statistically significant (NS) for GAG and POL. The last column reports the most common CG’s complexity chosen in the rounds of leave-one-out crossevaluation.
viral load $\gamma$ evolves. This is illustrated in Fig. 4B for a model of complexity $E = [30 \times 30]$, $W = [8 \times 8]$. The emergence of areas of high (red) and low (blue) viral load indicates that as the structure in the cellular presentation is discovered, it does indeed reflect the variation in viral load.

5. Conclusions

We propose the use of bag of words models to capture cellular presentation, and more generally the view that the immune system has of the invading pathogens. Furthermore, we demonstrate that the newest of these models, the counting grid, seems to be especially well suited to this task, providing stronger predictions than what can be found in bio-medical literature. It remains to be understood exactly why CGs exhibit such a strong advantage over topic models (LDA). One intuitive explanation is that the slow smooth variations in count data that can be captured in counting grids better represent the dependencies that were produced by millions of years of coevolution between the HLA system and various invading pathogens. This process involved numerous mixing of both the immune types and the viral strains, and may have produced the sort of thematic shifts in cellular representation that CGs are designed to represent. A more speculative possibility is that the immune system, through some unknown mechanism, collates the reports from circulating CTLs into an immune memory of a similar structure, though this summarization would obviously be performed over different invading pathogens in one patient, while our CGs depict one virus in a population of patients. Our experiments showed that cellular presentation of the Gag protein explains more than 13.5% of the log viral load. Although viral load varies dramatically across patients for a variety of reasons, e.g. gender, previous exposures to related viruses, etc., detection of statistically significant links between cellular presentation and viral load is expected to have important consequences to vaccine research.
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A key step for Alzheimer’s disease (AD) study is to identify associations between genetic variations and intermediate phenotypes (e.g., brain structures). At the same time, it is crucial to develop a noninvasive means for AD diagnosis. Although these two tasks—association discovery and disease diagnosis—have been treated separately by a variety of approaches, they are tightly coupled due to their common biological basis. We hypothesize that the two tasks can potentially benefit each other by a joint analysis, because (i) the association study discovers correlated biomarkers from different data sources, which may help improve diagnosis accuracy, and (ii) the disease status may help identify disease-sensitive associations between genetic variations and MRI features. Based on this hypothesis, we present a new sparse Bayesian approach for joint association study and disease diagnosis. In this approach, common latent features are extracted from different data sources based on sparse projection matrices and used to predict multiple disease severity levels based on Gaussian process ordinal regression; in return, the disease status is used to guide the discovery of relationships between the data sources. The sparse projection matrices not only reveal the associations but also select groups of biomarkers related to AD. To learn the model from data, we develop an efficient variational expectation maximization algorithm. Simulation results demonstrate that our approach achieves higher accuracy in both predicting ordinal labels and discovering associations between data sources than alternative methods. We apply our approach to an imaging genetics dataset of AD. Our joint analysis approach not only identifies meaningful and interesting associations between genetic variations, brain structures, and AD status, but also achieves significantly higher accuracy for predicting ordinal AD stages than the competing methods.

Keywords: disease diagnosis, Alzheimer’s disease, genetic variations, brain structures, multiview learning, ordinal regression.

1. Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder associated with aging. Although it accounts for 60-80\% of age-related dementia cases, currently there is no cure for AD and its underlying mechanism remain elusive. To study AD mechanism, a crucial step is to identify associations between genetic variations and intermediate phenotypes (e.g., endophenotypical traits). In other words, we want to discover cross linkages between genetic risk factors based on

\*Data used in preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.ucla.edu). As such, the investigators within the ADNI contributed to the design and implementation of ADNI and/or provided data but did not participate in analysis or writing of this report. A complete listing of ADNI investigators can be found at: http://adni.loni.ucla.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf
genomic data—such as single nucleotide polymorphisms (SNPs)—and indicative intermediate phenotypes—such as cortical thickness of different brain regions (based on magnetic resonance imaging (MRI)). This identification can help us locate a subset of polymorphisms which may have functional consequences on brain structures. Although GWAS studies have been applied to AD studies, the association study between genetic variations and multiple intermediate phenotypes is still relatively scarce for AD. A similar task arises for expression quantitative trait locus (eQTL) analysis, where canonical correlation analysis (CCA) and its extensions have been widely applied. Meanwhile, it has become increasingly important to develop a noninvasive means for AD diagnosis based on various biomarkers, including both genetic variations and MRI features. Because many of these biomarkers are irrelevant to the diagnosis, sparse models are needed to identify the relevant ones. For disease diagnosis, popular sparse models include lasso, elastic net, and automatic relevance determination. Here we treat genotypes or intermediate phenotypes as biomarkers and the disease status as the response in a linear regression or classification setting. Non-zero regression or classification weights in our estimation indicate relevant biomarkers for the disease.

Although these two tasks—association discovery and disease diagnosis—have been addressed separately in the previous works, they are closely related—due to the their common underlying biological basis—and can potentially benefit each other by a joint analysis. To harness the natural synergy between the two tasks, we propose a new Bayesian approach that integrates multiview learning for association discovery with sparse ordinal regression for disease diagnosis. In the new approach, genetic variations and phenotypical traits are generated from common latent features based on separate sparse projection matrices and the common latent features are used to predict the disease status based on Gaussian process ordinal regression (See Section 2). To enforce sparsity in projection matrices, we assign spike and slab priors over them; these priors have been shown to be more effective than $l_1$ penalty to learn sparse projection matrices. The sparse projection matrices not only reveal critical interactions between the different data sources but also identify groups of biomarkers in data relevant to disease status. Finding groups of biomarkers can avoid over-sparsification (i.e., selecting one instead of multiple correlated features), thus boosting the accuracy for disease diagnosis. It can also help provide a better biological understanding because these groups may form biologically meaningful units (e.g., pathways). Meanwhile, via its direct connection to the latent features, the disease status influences the estimation of the projection matrices. Hence we name this new method Supervised Heterogeneous Multiview Learning (SHML). In addition to enjoying the benefit of integrating the related tasks, two features of our model distinguish it from previous approaches:

- There is a severity order for AD, from being normal to mild cognitive impairment (MCI) and then to AD; and our ordinal regression component captures the AD severity order. Alternative sparse models, by contrast, use classification or regression likelihoods and do not consider the order of disease severity.
- The data are heterogeneous: SNPs values are discrete (or ordinal) and the imaging features are continuous. While popular CCA-type methods treat both of them as continuous data, our model captures the heterogeneous nature of the data.
To learn the model from data, we develop a variational Bayesian expectation maximization (VB-EM) approach (See Section 3). Maximizing this estimate enables us to automatically choose a suitable dimension for the latent features in a principled Bayesian framework.

In Section 4, we test our approach SHML on both synthetic and real datasets. On synthetic data, SHML achieves both higher estimation accuracy in recovering true associations between different views and higher prediction accuracy than alternative state-of-the-art methods. We then apply SHML to an AD study. SHML achieved highest prediction accuracy among all competing methods and yielded biologically meaningful relationships between genetic variations, brain atrophy, and the disease status.

2. Model

First, let us describe the data. We assume there are two heterogeneous data sources: one contains continuous data – for example, MRI features – and one discrete ordinal data – for instance, SNPs. Given data from \( n \) subjects, \( p \) continuous features and \( q \) discrete features, we denote the continuous data by a \( p \times n \) matrix \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_n] \), the discrete ordinal data by a \( q \times n \) matrix \( \mathbf{Z} = [\mathbf{z}_1, \ldots, \mathbf{z}_n] \), and the labels (i.e., the disease status) by a \( n \times 1 \) vector \( \mathbf{y} = [y_1, \ldots, y_n]^\top \). For the AD study, we let \( y_i = 0, 1, \) and \( 2 \) if the \( i \)-th subject is in the normal, MCI or AD condition, respectively.

To link two data sources \( \mathbf{X} \) and \( \mathbf{Z} \) together, we introduce common latent features \( \mathbf{U} = [\mathbf{u}_1, \ldots, \mathbf{u}_n] \) and assume \( \mathbf{X} \) and \( \mathbf{Z} \) are generated from \( \mathbf{U} \) by sparse projections. The common latent feature assumption is sensible for association studies because both SNPs and MRI features are biological measurements of the same subjects. Note that \( \mathbf{u}_i \) is the latent feature for the \( i \)-th subject and its dimension \( k \) is estimated by evidence maximization. In a Bayesian framework, we give a Gaussian prior over \( \mathbf{U} \)

### Continuous data

Given \( \mathbf{U} \), \( \mathbf{X} \) is generated from

\[
p(\mathbf{X}|\mathbf{U}, \mathbf{G}, \eta) = \prod_{i=1}^{n} \mathcal{N}(\mathbf{x}_i|\mathbf{G}\mathbf{u}_i, \eta^{-1}\mathbf{I})
\]

where \( \mathbf{G} = [\mathbf{g}_1, \mathbf{g}_2, \ldots, \mathbf{g}_p] \) is a \( p \times k \) projection matrix, \( \mathbf{I} \) is an identity matrix, and \( \eta^{-1}\mathbf{I} \) is the precision matrix of the Gaussian distribution. For \( \eta \), we assign an uninformative diffuse Gamma prior, \( p(\eta|r_1, r_2) = \text{Gamma}(\eta|r_1, r_2) \) with \( r_1 = r_2 = 10^{-3} \).

### Ordinal data

For an ordinal observation \( z \in \{0, 1, \ldots, R - 1\} \), its value is decided by which region an auxiliary variable \( c \) falls in \(-\infty = b_0 < b_1 < \ldots < b_R = \infty \). If \( c \) falls in \([b_r, b_{r+1}) \), \( z \) is set to be \( r \). For the AD study, the SNPs \( \mathbf{Z} \) take values in \{0, 1, 2\} and therefore \( R = 3 \). Given a \( q \times k \) projection matrix \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_q]^\top \), the auxiliary variables \( \mathbf{C} = \{c_{ij}\} \) and the ordinal data \( \mathbf{Z} \) are generated from

\[
p(\mathbf{Z}, \mathbf{C}|\mathbf{U}, \mathbf{H}) = \prod_{i=1}^{q} \prod_{j=1}^{n} \mathcal{N}(c_{ij}|\mathbf{h}_i^\top \mathbf{u}_j, 1) \sum_{r=0}^{2} \delta(z_{ij} = r) \delta(b_r \leq c_{ij} < b_{r+1})
\]

![Fig. 1. The probabilistic graphical model of SHML, where \( \mathbf{X} \) is the continuous view, \( \mathbf{Z} \) is the ordinal view, and \( \mathbf{y} \) are the labels.](image)
where $\delta(a) = 1$ if $a$ is true and $\delta(a) = 0$ otherwise, and $[b_0, \ldots, b_3]$ are set to $[-\infty, -1, 1, \infty]$.

**Labels.** For ordinal labels $y$, we use a Gaussian process ordinal regression model\(^{15}\) based the latent representation $U$,

$$p(y|U) = \mathcal{N}(f|\mathbf{0}, K) \prod_{i=1}^{n} \sum_{r=0}^{2} \delta(y_i = r) \delta(b_r \leq f_i < b_{r+1})$$

where $[b_0, \ldots, b_3]$ are set to $[-\infty, -1, 1, \infty]$, and $K_{ij} = k(u_i, u_j)$ is the cross-covariance between $u_i$ and $u_j$. We can choose $k$ from a rich family of kernel functions such as linear, polynomial, and Gaussian kernels to model relationships between the labels $y$ and the latent features $U$.

Note that the labels $y$ are linked to the data $X$ and $Z$ via the latent features $U$ and the projection matrices $H$ and $G$. Due to the sparsity in $H$ and $G$, only a few groups of variables in $X$ and $Z$ are selected to predict $y$. Note that each of group is linked to a feature in $U$.

**Sparse Priors.** Because we want to identify a few critical interactions between different data sources, we use spike and slab prior distributions\(^{12}\) to sparsify the projection matrices $G$ and $H$. Specifically, we use a $p \times k$ matrix $S_g$ to represent the selection of elements in $G$: if $s_{ij} = 1$, $g_{ij}$ is selected and follows a Gaussian prior distribution with variance $\sigma_g^2$; if $s_{ij} = 0$, $g_{ij}$ is not selected and forced to almost zero (*i.e.*, sampled from a Gaussian with a very small variance $\sigma_g^2$). Specifically, we have the following prior over $G$:

$$p(G|S_g, \Pi_g) = \prod_{i=1}^{p} \prod_{j=1}^{k} \pi_g^{ij} s_{ij} (1 - \pi_g^{ij})^{1-s_{ij}} \left( s_{ij}^2 \mathcal{N}(g_{ij}|0, \sigma_g^2) + (1 - s_{ij}^2) \mathcal{N}(g_{ij}|0, \sigma_g^2) \right)$$

where $\pi_g^{ij}$ in $\Pi_g$ is the probability of $s_{ij}^g = 1$, and $\sigma_g^2 \gg \sigma_h^2$ (in our experiment, we set $\sigma_g^2 = 1$ and $\sigma_h^2 = 10^{-6}$). Without any prior preference over the selecting probabilities, we assign uniform priors, $p(\Pi_g) = 1$. Similarly, $H$ is sampled from

$$p(H|S_h, \Pi_h) = \prod_{i=1}^{q} \prod_{j=1}^{k} \pi_h^{ij} s_{ij} (1 - \pi_h^{ij})^{1-s_{ij}} \left( s_{ij}^2 \mathcal{N}(h_{ij}|0, \sigma_h^2) + (1 - s_{ij}^2) \mathcal{N}(h_{ij}|0, \sigma_h^2) \right)$$

where $S_h$ are binary selection variables and $\pi_h^{ij}$ in $\Pi_h$ is the probability of $s_{ij}^h = 1$. Again, we assign uninformative uniform priors over $\Pi_h$: $p(\Pi_h) = 1$.

Finally, the joint distribution of our model, SHML, is simply the product of all the prior distributions and the conditional density distributions.

3. **Algorithm**

3.1. **Estimating latent variables**

Given the model specified in the previous section, now we present an efficient, principled method to estimate the latent features $U$, the projection matrices $H$ and $G$, the selection indicators $S_g$ and $S_h$, the selection probabilities $\Pi_g$ and $\Pi_h$, the variance $\eta$, the auxiliary variables $C$ for generating ordinal data $Z$, and the auxiliary variables $f$ for generating the labels $y$. In a Bayesian framework, this estimation task amounts to computing their posterior distributions. However, computing the exact posteriors turns out to be infeasible since we cannot calculate the normalization constant of the exact posterior distribution. Thus, we resort
to a variational Bayesian Expectation Maximization (VB-EM) approach. More specifically, in the E step, we approximate the posterior distributions of $H, G, S_g, S_h, \Pi_g, \Pi_h, \eta, C$ and $f$ by a factorized distribution $Q(H)Q(G)Q(S_g)Q(S_h)Q(\Pi_g)Q(\Pi_h)Q(\eta)Q(C)Q(f)$; and in the M step, based on the approximate distributions, we optimize the latent features $U$.

To obtain the variational approximation, we minimize the Kullback-Leibler (KL) divergence between the approximate and the exact posteriors. To this end, we use coordinate descent; we update an approximate distribution, say, $Q(H)$, while fixing the other approximate distributions, and iteratively refine all the approximate distributions. The detailed updates are given in the following paragraphs.

### 3.1.1. Updating variational distributions for continuous data

For the continuous data $X$, the approximate distributions of the projection matrix $G$, the noise variance $\eta$, the selection indicators $S_g$ and the selection probabilities $\Pi_g$ are

\[
Q(G) = \prod_{i=1}^{p} \mathcal{N}(g_i; \lambda_i, \Omega_i) \quad Q(\eta) = \text{Gamma}(\eta|\bar{r}_1, \bar{r}_2),
\]

\[
Q(S_g) = \prod_{i=1}^{p} \prod_{j=1}^{k} \beta_{ij}^{s_{ij}} (1 - \beta_{ij})^{1-s_{ij}} \quad Q(\Pi_g) = \prod_{i=1}^{p} \prod_{j=1}^{k} \text{Beta}(\sigma_{ij}^2 | \bar{r}_1^j, \bar{r}_2^j).
\]

The mean and covariance of $g_i$ are calculated as $\Omega_i = (\langle \eta \rangle UU^T + \frac{1}{\sigma_1^2} \text{diag}(\langle s_{ij}^2 \rangle) + \frac{1}{\sigma_2^2} \text{diag}(1 - \langle s_{ij}^2 \rangle))^{-1}$ and $\lambda_i = \Omega_i(\langle \eta \rangle U\bar{x}_i)$, where $\langle \cdot \rangle$ means expectation over a distribution, $\bar{x}_i$ and $s_{ij}^2$ are the transpose of the $i$-th rows of $X$ and $S_g$, (s_{ij}^2) = [\beta_{i1}, \ldots, \beta_{ik}]^T$, and $\langle g_{ij}^2 \rangle$ is the $j$-th diagonal element in $\Omega_i$. The parameters of the Gamma distribution $Q(\eta)$ are updated as $\bar{r}_1 = r_1 + \frac{x}{2}$ and $\bar{r}_2 = r_2 + \frac{r_1 + 1}{2} \text{tr}(XX^T) - \text{tr}((G)UX^T) + \frac{1}{2} \text{tr}(UU^T(G^T G))$. The parameter $\beta_{ij}$ in $Q(s_{ij}^2)$ is calculated as $\beta_{ij} = 1/(1 + \exp(\langle \log(1 - \sigma_{ij}^2) \rangle - \langle \log(\pi_{ij}^2) \rangle + \frac{1}{2} \log(\frac{\sigma_{ij}^2}{\sigma_2^2}) + \frac{1}{2} (\langle g_{ij}^2 \rangle (\frac{1}{\sigma_1^2} - \frac{1}{\sigma_2^2})))$. The parameters of the Beta distribution $Q(\pi_{ij}^2)$ is given by $\bar{r}_1^j = \beta_{ij} + 1$ and $\bar{r}_2^j = 2 - \beta_{ij}$.

The moments required in the above derivations are calculated as $\langle \eta \rangle = \frac{\bar{x}_1^T}{\bar{x}_1}, \langle G \rangle = [\lambda_1, \ldots, \lambda_p]^T, \langle G^T G \rangle = \sum_{i=1}^{p} \Omega_i + \lambda_i \lambda_i^T$, $\langle \log(\pi_{ij}^2) \rangle = \psi(\bar{r}_1^j) - \psi(\bar{r}_1^j + \bar{r}_2^j)$ and $\langle \log(1 - \pi_{ij}^2) \rangle = \psi(\bar{r}_2^j) - \psi(\bar{r}_1^j + \bar{r}_2^j)$, where $\psi(x) = \frac{d}{dx} \ln \Gamma(x)$.

### 3.1.2. Updating variational distributions for ordinal data

For the ordinal data $Z$, we update the approximate distributions of the projection matrix $H$, the auxiliary variables $C$, the sparse selection indicators $S_h$ and the selection probabilities $\Pi_h$.

Specifically, the variational distributions of $C, H, S_h, \Pi_h$ are

\[
Q(C) \propto \prod_{i=1}^{q} \prod_{j=1}^{k} \delta(b_{z_{ij}} \leq c_{ij} < b_{z_{ij}+1}) \mathcal{N}(c_{ij}|\bar{c}_{ij}, 1) \quad Q(H) = \prod_{i=1}^{q} \mathcal{N}(h_i; \gamma_i, \Lambda_i),
\]

\[
Q(S_h) = \prod_{i=1}^{q} \prod_{j=1}^{k} \alpha_{ij}^{s_{ij}} (1 - \alpha_{ij})^{1-s_{ij}} \quad Q(\Pi_h) = \prod_{i=1}^{q} \prod_{j=1}^{k} \text{Beta}(\sigma_{ij}^2 | d_{1i}, d_{2i}^2),
\]

where $\bar{c}_{ij} = \gamma_i^T u_i$, $\Lambda_i = (UU^T + \frac{1}{\sigma_1^2} \text{diag}(\langle s_{ih}^2 \rangle) + \frac{1}{\sigma_2^2} \text{diag}(\langle 1 - s_{ih}^2 \rangle))^{-1}$, $\gamma_i = \Lambda_i(U(\bar{c}_i))$ where $\bar{c}_i$ is the transpose of the $i$-th row of $C$, $\alpha_{ij} = 1/(1 + \exp(\langle \log(1 - \pi_{ij}^2) \rangle - \langle \log(\pi_{ij}^2) \rangle + \frac{1}{2} \log(\frac{\sigma_{ij}^2}{\sigma_2^2}) + \frac{1}{2} \log(\frac{\sigma_{ij}^2}{\sigma_2^2}) + \frac{1}{2} \log(\frac{\sigma_{ij}^2}{\sigma_2^2}) + \frac{1}{2} \log(\frac{\sigma_{ij}^2}{\sigma_2^2})$. 

We update the variational distribution of the auxiliary variables \( f \) as follows:

\[
Q(f) \propto \prod_{i=1}^{n} \delta(b_{y_i} \leq f_i < b_{y_{i+1}})N(f_i | \bar{f}_i, \sigma_i^2)
\]

(5)

where \( \bar{f}_i = K_{i-1}K_{i-1}^{-1}(f_{i-1}) \) and \( \sigma_i^2 = K_{i-1} - K_{i-1}K_{i-1}^{-1}K_{i-1} \). \( K_{i-1} \) is the covariance between \( u_i \) and \( u_{i-1} \), \( K_{i-1} \) is the covariance on \( U_{i-1} \) (\( U_{i-1} = [u_1, \ldots, u_{i-1}, u_{i+1}, \ldots, u_n] \)), \( f_{i-1} = [(f_1), \ldots, (f_{i-1}), (f_{i+1}), \ldots, (f_n)]^T \), and each \( f_i \) is \( f_i = \bar{f}_i - \sigma_i^2 \cdot (N(b_{y_i+1}|f_i, \sigma_i^2) - N(b_{y_i}|f_i, \sigma_i^2)) \). Note that \( Q(f) \) is also the product of truncated Gaussian distributions and the truncated region is decided by the ordinal label \( y \). In this way, the supervised information from \( y \) is incorporated into estimation of \( f \) and then estimation of the other quantities by the recursive updates.

3.1.3. Optimizing the latent representation U

After the expectations of the other variables are calculated, we optimize \( U \) by maximizing the following variational lower bound

\[
F(U) = -\frac{1}{2} \text{tr}(UU^T) + \langle \eta \rangle \text{tr}(X^T(G)U) - \frac{1}{2} \text{tr}((H^TH)UU^T) - \frac{1}{2} \log |K| - \frac{1}{2} \text{tr}((f^T)K^{-1}) \\
- \frac{\eta}{2} \text{tr}((G^TGU)U^T) + \text{tr}((C)^T(H)U) + \text{constant},
\]

(6)

where \( \langle H \rangle = [h_1, \ldots, h_q]^T, \langle H^TH \rangle = \sum_{i=1}^{q} \Lambda_i + \gamma_i \gamma_i^T, \langle f^T \rangle = (f)(f)^T - \text{diag}((f)^2) + \text{diag}((f^2)), (\eta^2) = (f_i)^2 + \sigma_i^2 (b_{y_{i-1}} - \langle f_i \rangle)N(b_{y_{i-1}}|\langle f_i \rangle, \sigma_i^2) / (\Phi(b_{y_{i+1}} - \langle f_i \rangle) - \Phi(b_{y_{i}} - \langle f_i \rangle))) - \sigma_i^2 (b_{y_{i}} - \langle f_i \rangle)N(b_{y_{i}}|\langle f_i \rangle, \sigma_i^2) / (\Phi(b_{y_{i+1}} - \langle f_i \rangle) - \Phi(b_{y_{i-1}} - \langle f_i \rangle))) \), and the constant means a value independent of \( U \) so that it is irrelevant for optimizing \( U \). Note that we can optimize the dimension \( k \) by maximizing the full variational lower bound of our model, which involves other quantities as well, such as \( (H) \) and \( (G) \). To save space, we do not present the long equation for the full lower bound (which can be easily derived based on what we have presented). We use the L-BFGS algorithm to maximize the cost function \( F \) over \( U \). The gradient of \( U \) is given by

\[
\frac{\partial F}{\partial U} = \langle \eta \rangle (G^TX + (H)^T(C) - (I + \langle \eta \rangle (G^TG) + (H^TH))U - \frac{1}{2}(K^{-1} - \frac{1}{2}K^{-1}(f^T)K^{-1})) \frac{\partial K}{\partial U}.
\]

Note that \( \frac{\partial K}{\partial U} \) depends on the form of the kernel function \( k(u_i, u_j) \).
Computational complexity. Based on the previous equations, we can show that the total computational complexity of our algorithm is $O(\max(n^3, (p + q)nk^2))$—it is either cubic in the number of samples $n$ or linear in the number of the features.

### 3.2. Predicting disease status

Let us denote the training data as $D_{\text{train}} = \{X_{\text{train}}, Z_{\text{train}}, y_{\text{train}}\}$ and the test data as $D_{\text{test}} = \{X_{\text{test}}, Z_{\text{test}}\}$. To obtain the latent representation $U_{\text{train}}$ and $U_{\text{test}}$ for prediction, we carry out variational EM simultaneously on $D_{\text{train}}$ and $D_{\text{test}}$. The benefit is that the variational EM learning procedure can utilize both the training and test data. Note that there are no updates for ordinal label part on $D_{\text{test}}$ and the terms regarding ordinal labels should also be removed from Equation (6) and (7). After both $U_{\text{test}}$ and $U_{\text{train}}$ are obtained from the M-step, we predict the labels for test data as follows:

$$f_{\text{test}} = K (U_{\text{test}}, U_{\text{train}}) K^{-1} (U_{\text{train}}, U_{\text{train}}) (f_{\text{train}})$$

$$y^i_{\text{test}} = \sum_{r=0}^{R-1} r \cdot \delta(b_r \leq f^i_{\text{test}} < b_{r+1}),$$

where $y^i_{\text{test}}$ is the prediction for $i$-th test sample.

### 4. Experiments

#### 4.1. Simulation Study

We first design a simulation study to examine SHML in terms of (i) estimation accuracy on finding associations between the two views and (ii) prediction accuracy on the ordinal labels.

**Simulation data.** To generate the ground truth, we set $n = 200$ (200 instances), $p = q = 40$, and $k = 5$. We designed $G$, the $40 \times 5$ projection matrix for the continuous data $X$, to be a block diagonal matrix; each column of $G$ had 8 elements being ones and the rest of them were zeros, ensuring each row had only one nonzero element. We designed $H$, the $40 \times 5$ projection matrix for the ordinal data $Z$, to be a block diagonal matrix; each of the first four columns of $H$ had 10 elements being ones and the rest of them were zeros, and the fifth column contained only zeros. We randomly generated the latent representations $U \in \mathbb{R}^{k \times n}$ with each column $u_i \sim \mathcal{N}(0, I)$.

To generate $Z$, we first sampled the auxiliary variables $C$ with each column $c_i \sim \mathcal{N}(Hu_i, 1)$, and then decided the value of each element $z_{ij}$ by the region $c_{ij}$ fell in—in other words, $z_{ij} = \sum_{r=0}^{2} r \delta(b_r \leq c_{ij} < b_{r+1})$. Similarly, to generate $y$, we sampled the auxiliary variables $f$ from $\mathcal{N}(0, U^T U + I)$ and then each $y_i$ was generated by $p(y_i | f_i) = \delta(y_i = 0) \delta(f_i \leq 0) + \delta(y_i = 1) \delta(f_i > 0)$.

**Comparative methods.** We compared SHML with several state-of-the-art methods including (1) CCA, which finds the projection directions that maximize the correlation between two views, (2) sparse CCA, where sparse priors are put on the CCA directions, and (3) multiple-response regression with lasso (MRLasso) where each column of the second view ($Z$) is regarded as the output of the first view ($X$). We did not include results from the sparse probabilistic projection approach because it performed unstably in our experiments. Regarding the software implementation, we used the built-in Matlab routine for CCA and the code by for sparse CCA. We implemented MRLasso based on the Glmnet package (cran.r-project.org/web/packages/glmnet/index.html).
To test prediction accuracy, we compared our method with the following ordinal or multinomial regression methods: (1) lasso for multinomial regression,\(^7\) (2) elastic net for multinomial regression,\(^8\) (3) sparse ordinal regression with the spike and slab prior, (4) CCA + lasso, for which we first ran CCA to obtain the latent features \(\mathbf{H}\) and then applied lasso to predict \(\mathbf{y}\), (5) CCA + elastic net, for which we first ran CCA to obtain the projection matrices and then applied elastic net on the projected data, (6) Gaussian Process Ordinal Regression (GPOR),\(^{15}\) and (7) Laplacian Support Vector Machine (LapSVM),\(^{21}\) a semi-supervised SVM classification method. We used the published code for lasso, elastic net, GPOR and LapSVM. For all the methods, we used 10-fold cross validation on the training data for each run to choose the kernel form (Gaussian or linear or Polynomials) and its parameters (the kernel width or polynomial orders) for SHML, GPOR, and LapSVM.

Because alternative methods cannot learn the dimension automatically for simple comparison, we provided the dimension of the latent representation to all the methods we tested in our simulations. We partitioned the data into 10 subsets and used 9 of them for training and 1 subset for testing; we repeated the procedure 10 times to generate the averaged test results.

**Results.** To estimate linkage (i.e., interactions) between \(\mathbf{X}\) and \(\mathbf{Z}\), we calculated the cross covariance matrix \(\mathbf{G}\mathbf{H}^\top\). We then computed the precision and the recall based on the ground truth. The precision-recall curves are shown in Figure 2. Clearly, our method successfully recovered almost all the links and significantly outperformed all the competing methods. This improvement may come from i) the use of the spike and slab priors, which not only remove irrelevant elements in the projection matrices but also avoid over-penalizing the active association structures (the Laplace prior used in sparse CCA does over penalize the relevant ones) and ii) more importantly, the supervision from the labels \(\mathbf{y}\), which is probably the biggest difference between ours and the other methods for the association study. The prediction accuracies on unknown \(\mathbf{y}\) and their standard errors are shown in Figure 3a and the AUC and their standard errors are shown in Figure 3b. Our proposed SHML model achieves significant improvement over all the other methods. It reduces the prediction error of elastic net (which ranks the second best) by 25%, and reduces the error of LapSVM by 48%.

4.2. **AD Study**

We conducted joint association analysis and AD diagnosis based on the Alzheimer’s Disease Neuroimaging Initiative 1 (ADNI 1) dataset. The ADNI study is a longitudinal multisite observational study of elderly individuals with normal cognition, mild cognitive impairment, or AD. Specifically, we used SHML to study the associations of genotypes and brain atrophy measured by MRI and to predict the disease status (normal vs MCI vs AD). Note that the labels are ordinal since the three states represent increasing severity levels of AD.
Fig. 3. The prediction results on simulated and real datasets. The results are averaged over 10 runs. The error bars represent standard errors. For the real ADNI dataset, we predict the ordinal disease status, Normal, MCI and AD.

Genetic and phenotypic data used in this study were obtained from the ADNI database (http://www.loni.ucla.edu/ADNI). Genomic DNA samples of 818 ADNI 1 subjects were analyzed on the Human610-Quad BeadChip according to the manufacturer’s protocols. After quality control, a list of 512,788 SNPs was used in an initial GWAS analysis associating them with the disease trait (AD vs. normal subjects). As a result, the top 1000 SNPs were preselected for analysis in this study. For structural MRI, we used image analysis results from UCSF based on the Freesurfer software package (http://surfer.nmr.mgh.harvard.edu); the resulting imaging data includes volumetric, cortical thickness and surface area measurements for a variety cortical and subcortical regions. After removing missing data, the final dataset consists of 618 subjects (183 normal, 308 MCI and 134 AD), and 924 SNPs and 328 MRI features measuring the brain atrophies for each subject at baseline.

We compared SHML with the alternative methods on accuracy of predicting whether a subject is in the normal or MCI or AD condition. We randomly split the dataset into 556 training and 62 test samples 10 times and ran all the competing methods on each partition. We used the 10-fold cross validation for each run to tune free parameters on the training data. In SHML, in order to determine $k$, the dimension of $U$, we computed the variational lower bound as an approximation to the model marginal likelihood with various $k$ values $\{10, 20, 40, 60\}$. We chose the value with the largest approximate evidence, which led to $k = 20$ (see Figure 4). Our experiments confirmed that, with $k = 20$, SHML achieved highest prediction accuracy, demonstrating the benefit of evidence maximization.

The accuracies for predicting unknown labels $y$ and their standard errors are shown in Figure 3c. Our method achieved the highest prediction accuracy, higher than that of the second best method, GP ordinal Regression, by 10% and than that of the worst method, CCA+lasso, by 22%.

We also examined the strongest associations discovered by SHML based on the whole dataset. First of all, the ranking of MRI features in terms of their prediction power of different disease stages (normal, MCI and AD) demonstrates that most of the top ranked
The estimated associations between MRI features and SNPs. In each sub-figure, the MRI features are listed on the right and the SNP names are given at the bottom.

features are the cortical thickness measurements, followed by the volume of white matter, volume of gray matter in cortical regions, and the cortical surface area measurements. These results are consistent with the literature for demonstrating that the cortical thickness measurement is potentially a more sensitive measurement of the brain atrophy for Alzheimer’s dementia.\cite{22, 23} Particularly, thickness measurements of frontal lobe, middle temporal lobe, and precuneus were found to be most predictive compared with other brain regions. These findings are consistent with their atrophy pattern and prediction power of AD found in the literature.\cite{23, 24, 25, 26, 27}

We also found that measurements of the same structure on the left and right hemisphere have similar weights (Table 1); this is again consistent with the related literature—no asymmetrical relationship has been found for the brain regions involved in AD.\cite{28}

![Fig. 5](image)

**Table 1.** The weights of the average cortical thickness of ROI on the left and right hemispheres.

<table>
<thead>
<tr>
<th>ROI</th>
<th>weight</th>
<th>weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Superior Frontal</td>
<td>1.37</td>
<td>1.35</td>
</tr>
<tr>
<td>Middle Temporal</td>
<td>1.33</td>
<td>1.37</td>
</tr>
<tr>
<td>Precuneus</td>
<td>1.33</td>
<td>1.36</td>
</tr>
<tr>
<td>Inferior Parietal</td>
<td>1.29</td>
<td>1.34</td>
</tr>
<tr>
<td>Inferior Temporal</td>
<td>1.32</td>
<td>1.29</td>
</tr>
<tr>
<td>Caudal Middle Frontal</td>
<td>1.32</td>
<td>1.31</td>
</tr>
<tr>
<td>Rostral Middle Frontal</td>
<td>1.31</td>
<td>1.30</td>
</tr>
</tbody>
</table>
Secondly, the analysis of associating genotypes to AD also generated interesting results. Similar to the MRI features, SNPs that are in the vicinity of each other are selected together due to the group-selection characteristics of our algorithm. The top ranked SNPs are associated with a few genes including PSMC1P12 (proteasome 26S subunit, ATPase), NCOA2 (The nuclear receptor coactivator 2), and WDR52 (WD repeat domain 52). These genes have been associated with diseases such as breast neoplasms, carcinoma, and endometrial neoplasms.

At last, biclustering of the genotype-MRI association, as shown in Figure 5, revealed interesting patterns in terms of the relationship between genetic variations and brain atrophy in association with AD. For example, the highest ranked association was found between genes such as MAP3K1 (mitogen-activated protein kinase kinase kinase 1) and MIER3 (mesoderm induction early response 1, family member 3) with the caudate anterior cingulate cortex. MAP3K1 and MIER3 genes are associated with biological process such as apoptosis, cell cycle, chromatin binding and DNA binding (https://portal.genego.com/), and cingulate cortex has been shown to be severely affected by AD. The strong association discovered in this work might indicate potential genetic effect in the atrophy pattern observed in this cingulate sub-region. Additionally, SNPs in MAPT (microtubule-associated protein tau) gene were also found to have association with brain atrophy in a variety of cortical regions including frontal, cingulate and temperate lobes. The hyperphosphorylation of tau protein, which is a product of MAPT, can result in the self-assembly of tangles that are involved in the pathogenesis of AD. Therefore, the genetic variation of MAPT has been associated with increased risk of AD.

In summary, SHML discovered the synergistic predictive relationships between brain atrophy, genetic variations and the disease status, and achieved higher prediction accuracy than the alternative methods.

5. Conclusions

We have presented, SHML, a new Bayesian supervised multiview learning algorithm for AD study. By integrating association discovery with disease diagnosis, it improves performance for both tasks. Although we have focused on the AD study in this paper, we expect that SHML can be applied to a wide range of applications in biomedical research—for example, eQTL analysis supervised by additional labeling information. As to the future work, we plan to incorporate additional biological or side information into our model to improve its quality. In particular, linkage disequilibrium structures encode important correlation information between SNPs. Our current model uses independent, uniform priors over the selection probabilities of SNPs, which ignore the correlation between SNPs (note that the posterior distribution of the model does capture some correlation between genetic variations based on the data likelihood). To overcome this limitation, we plan to use graph Laplacian matrices to encode linkage disequilibrium structures and use these matrices in our prior distributions. We have explored a similar strategy to incorporate biological pathway constraints for biomarker selection and obtained improved performance over the models that do not use the pathway information. We expect a similar improvement can be obtained by incorporating LD structures into SHML.
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Text and data mining methods constantly advance and are applied in different fields. In order for them to impact the biomedical discovery process, it is necessary to thoroughly engage scientists at both ends, and conduct thorough empirical evaluations as to their ability to suggest novel hypotheses and address the most crucial questions. The PSB 2014 Session on Text and Data Mining for Biomedical Discovery presents eight papers that advance the field in this mutually reinforcing fashion. Work presented in this session includes data mining and analysis techniques that are applicable to a broad spectrum of problems, including the analysis and visualization of mass spectrometry based proteomics data and longitudinal data, as well as gene function, protein function and protein fold prediction. Text mining approaches selected for presentation include a method for predicting genes involved in disease or in drug response, a method for extracting events relevant to biological pathways, and an approach that mixes text and data mining techniques to predict important milestones in the female reproductive lifespan.
1. Introduction

This session seeks to bring together researchers with a strong text or data mining background who are collaborating with bench scientists for the deployment of integrative approaches in translational bioinformatics. It serves as a unique forum to discuss novel approaches to text and data mining methods that respond to specific scientific questions, enabling predictions that integrate a variety of data sources and can potentially impact scientific discovery.

Successes in the application of computational approaches that solve biological problems have led to the broad application of these methods to an ever-growing set of specific problem areas. Consequently it is no longer possible to enumerate the biological questions targeted by computational approaches. These questions include, but are not limited to, the problems addressed by papers in this session. Broadly though, we can discuss trends in the field.

While data mining approaches have previously been applied to biological questions in ways that assume the functions of genes are constant, advances in underlying computational platforms and methodology are now allowing computational biologists to begin to address problems in a context specific manner. This means that instead of asking about the overall function of a gene, we are now identifying the role of a gene in a given environment, cell lineage, or individual. We anticipate that approaches that embrace rather than ignore such underlying biological complexities will provide the next generation of advances in personalized medicine.

2. Challenges

The biomedical domain presents specific challenges to text and data mining given the diversity, complexity and volume of the information being mined. The submissions to this session allowed us a unique glimpse at these challenges, which can perhaps be summarized as the constant call to fully incorporate the richness of the available resources and tackle the analysis of data of ever-growing complexity.

Thus, an overarching challenge for biomedical text mining is to incorporate the many knowledge resources that are available to us into the natural language processing pipeline. In the biomedical domain, unlike the general text mining domain, we have access to large numbers of extensive, well-curated ontologies and knowledge bases. However, we have, in general, failed to take advantage of them for tasks like coreference resolution, semantic typing of possible subjects and objects of predicates in information extraction, and the like.

Biomedical ontologies provide an explicit characterization of a given domain of interest and can enhance biomedical discovery significantly when used in a pragmatic manner. Using existing ontologies (from the UMLS and BioPortal) as sources of terms in building lexicons, for figuring out what concept subsumes what other concept, and as a way of normalizing alternative names to one identifier, would likely increase the quality of data-mining efforts. For example, using ontologies as described enabled the use of unstructured clinical notes for generating practice-based evidence on the safety of a highly effective, generic drug for peripheral vascular disease (PubMed 23717437).

Among the papers in this session, there are several examples where important advances to biomedical discovery are based on precisely this expansion on the use of knowledge and
literature resources. For example, Funk et al predict pharmacogenomic genes on a genome-wide scale using Gene Ontology annotations and simple features mined from the biomedical literature. Ravikumar et al, present a rule-based literature mining system to extract pathway information from text to assist human curators.

Today, the data being generated is massive, complex, and increasingly diverse due to recent technological innovations. However, the impacts of this data revolution on our lives are being hampered by the limited amount of data that has been analyzed. This necessitates data mining tools and methods that can match the scale of the data and support timely decision-making through integration of multiple heterogeneous data sources. We see in this session numerous contributions to methods and approaches, better outlined in the next section.

Finally, another area in which the field has fallen short and that the papers in this session can only begin to address, is that of making text mining applications that are easily adaptable by end users. Many researchers have developed systems that can be adapted by other text mining specialists, but applications that can be tuned by bench scientists are mostly lacking.

3. Overview of Contributions

Funk et al. describe a method for predicting genes involved in disease or in drug response based on combining heterogenous data, including curated Gene Ontology annotations, text-mined Gene Ontology annotations, and surface linguistic features. These feature types are combined and passed as input to a classifier.

Ravikumar et. al. develop a system to extract events relevant to biological pathways from the literature by combining named entity recognition and normalization with pattern templates to detect event mentions and the role of each entity. Notably, the system resolves both entity and event anaphora with discourse analysis. The authors evaluate their system against PharmGKB pathway annotations, and manually examine a subset of the results.

Malinowski et al report on development and performance of data-mining techniques to identify the age at menarche (AM) and age at menopause (AAM), which are important milestones in the reproductive lifespan; and are often recorded in free-text notes. The authors demonstrate the ability to discriminate age at naturally-occurring menopause (ANM) from medically-induced menopause. Their ultimate goal is to apply the methods to data from the Epidemiologic Architecture for Genes Linked to Environment (EAGLE) Study, in an attempt to support clinical studies that incorporate these female reproductive milestones.

Han describes an application of a dimensionality reduction technique, called derivative component analysis (DCA) for the analysis and visualization of mass spectrometry based proteomics data. As an implicit feature selection algorithm, DCA enables to extract true signals by capturing subtle data characteristics and removing built-in data noises for input proteomics profiles.

Zupan and Zitnik develop a general matrix factorization-based data integration approach for gene function prediction that fuses heterogeneous data sources, such as gene expression data, known protein annotation, interaction and literature data. The fusion is achieved by
simultaneous matrix tri-factorization that shares matrix factors between data sources. The proposed approach is applicable for any number of data sources, which can be expressed in a matrix form.

Liu et al. describe a method for analyzing longitudinal data. Functional regression is a popular approach for longitudinal data analysis, as it is capable of identifying the relationship between features and outcomes along with time information by assuming features and/or outcomes as random functions over time rather than independent random variables. The proposed approach empowers basic functional regression models to simultaneously identify features with significant predictive power across time points, enforce smoothness of functional coefficients, and achieve interpretable estimations of functional coefficients using a novel sparsity-inducing penalty.

Clark and Radivojac develop a novel machine learning algorithm for protein function and fold prediction. In particular, their method introduces a kernel function on time series data that can be obtained from protein sequences and structures. The proposed kernel showed high performance in the task of classifying proteins in SCOP classes. Accurate functional classification of proteins is critical for understanding the molecular mechanisms involved in all biological process across species, which translates into advances in biomedical research. Furthermore, this methodology is applicable to problems beyond computational biology.

Vembu and Morris demonstrate $LMGraph$, two step approach to construct binary predictors from gene networks and features. The first step extracts informative features from the network. The second step combines these network-extracted features with node features to construct predictors. The authors demonstrate that this two-step approach outperforms related algorithms, suggesting that such combined approaches could offer benefits to other methods.
We propose a new kernel-based method for the classification of protein sequences and structures. We first represent each protein as a set of time series data using several structural, physicochemical, and predicted properties such as a sequence of consecutive dihedral angles, hydrophobicity indices, or predictions of disordered regions. A kernel function is then computed for pairs of proteins, exploiting the principles of vector quantization and subsequently used with support vector machines for protein classification. Although our method requires a significant pre-processing step, it is fast in the training and prediction stages owing to the linear complexity of kernel computation with the length of protein sequences. We evaluate our approach on two protein classification tasks involving the prediction of SCOP structural classes and catalytic activity according to the Gene Ontology. We provide evidence that the method is competitive when compared to string kernels, and useful for a range of protein classification tasks. Furthermore, the applicability of our approach extends beyond computational biology to any classification of time series data.

Keywords: Protein classification, protein structure, protein function, kernels, vector quantization, support vector machines.

1. Introduction

The wealth and diversity of experimental data in the life sciences has strongly influenced the development of classification methods for biological macromolecules. Over the past couple of decades the scope and sophistication of these methods has significantly increased, leading to the adoption of classification schemes that are designed to integrate diverse types of biological data (e.g. sequence, structure, interaction networks, text), enable principled incorporation of domain knowledge, and rigorously deal with data of varying degrees of quality.\textsuperscript{1,2}

Among the various classification strategies, kernel-based methods\textsuperscript{3,4} have recently been introduced in a range of contexts such as the prediction of remote homology,\textsuperscript{5} protein structure\textsuperscript{6} and function,\textsuperscript{7,8} protein-protein interactions,\textsuperscript{9} gene-disease associations,\textsuperscript{10} the activity of chemical compounds,\textsuperscript{11} etc. Although some kernel methods have been developed to predict properties of individual residues,\textsuperscript{12} most of these approaches have been used at the level of entire proteins. For example, several string kernels were introduced to provide inferences regarding remote homology from amino acid sequences.\textsuperscript{5,13–15} Similarly, graph kernels have gained significant attention owing to the fact that a variety of biological data can be modeled through graphs.\textsuperscript{16} A number of approaches have also considered integrating kernels built on different types of data.\textsuperscript{17,18}

Kernels can be roughly described as symmetric positive semi-definite similarity functions that operate on pairs of objects from some input space.\textsuperscript{19} Their mathematical properties guarantee the existence of a Hilbert space, potentially of infinite dimensionality, such that the value of the kernel function can be computed as the inner product of the images of
Fig. 1. Time series representation of various protein properties for the $\ell = 73$ amino acid long DNA helicase RuvA subunit d1ixra1 from *Thermus thermophilus* (PDB ID 1ixr).

the input objects. When coupled with learning algorithms such as support vector machines, kernel functions also guarantee a globally optimal solution to the optimization problem. Although most kernel-based approaches are in practice formed by vectorizing input objects, thereby not fully exploiting their theoretical potential, they still enable a practitioner to incorporate domain knowledge into modeling the relationship between objects, rather than simply encoding properties of the objects into a potentially high-dimensional vector space and providing them to a standard classifier.

In this work we focus on kernel-based strategies and develop novel methodology for the nonalignment-based classification of proteins into distinct categories. In contrast to most previously implemented kernel approaches, we represent a protein’s sequence or structure, if available, as a set of time series properties (we consider a time series to be an ordered sequence of real-valued numbers). One such time series representation of a DNA helicase subunit from *Thermus thermophilus* is shown in Figure 1, where six different types of properties have been generated based on the protein’s sequence and structure. Given the time series data, we utilize ideas from vector quantization (VQ), initially developed for lossy signal compression, to define a kernel function between pairs of protein sequences that we use for classification. We extensively evaluated methods on two distinct and relevant problems: (i) the classification of protein structures into structural classes and (ii) the prediction of protein function from amino acid sequence. Our experiments provide evidence that the new kernels are a viable approach in various practical scenarios.
2. Methods

Let $S = \{s_1, s_2, s_3, \ldots\}$ be a universe of protein sequences, where each $s \in S$ is a string of symbols from an alphabet of amino acids $A = \{A, C, D, \ldots, Y\}$. Let also $S_L \subset S$ be a set of labeled sequences, e.g. those with known structural class or function, that is provided as training data. The objective is to use an inductive supervised framework to probabilistically annotate the remaining sequences, i.e. those from the unlabeled set $S_U = S - S_L$.

To map protein sequences into a real-valued vector representation, let $s = s_1 s_2 \ldots s_n$ be a length-$n$ protein sequence in $S$ and $p = (p_1, p_2, \ldots, p_{\ell})$ some property vector defined by any particular mapping from $A^\ell$ to $\mathbb{R}^\ell$. For example, $p$ may be provided as a vector of hydrophobicity indices corresponding to amino acids in $s$. Alternatively, it can be represented as predicted helical propensities as outputted by some predictor of secondary structure. For those sequences with available structures, $p$ may correspond to a sequence of dihedral angles calculated from the protein structure model of $s$.

Consider now a single property vector $p$, such as a hydrophobicity profile, corresponding to a particular sequence $s \in S$. We decompose $p$ into $n$-dimensional overlapping sub-vectors $P_{[1,n]}$, $P_{[2,n+1]}$, $\ldots$, $P_{[\ell-n+1,\ell]}$, where $P_{[i,i+j]} = (p_{i}, p_{i+1}, \ldots, p_{i+j})$, and $n \ll \ell$ is a small integer. For example, $P_{[1,n]}$ corresponds to the first $n$ elements of $p$. For a property vector (amino acid sequence) of length $\ell$, there are $\ell - n + 1$ length-$n$ sub-vectors.

As described in Figure 2, given a set of length-$n$ property sub-vectors $P$ derived from the sequence universe $S$, we generate a partition of $\mathbb{R}^n$ into $m$ regions $R = \{R_1, R_2, \ldots, R_m\}$. These regions are represented by a set of $n$-dimensional vectors, or centroids, $C = \{c_1, c_2, \ldots, c_m\}$. Each region $R_i$ represents a Voronoi region such that

$$R_i = \{x : d(x, c_i) \leq d(x, c_j), i \neq j\},$$

where $d(x, c)$ is the Euclidean distance between vector $x$ and centroid $c$. We determine $C$ using k-means clustering, where the initial set of clusters is generated by the splitting method. We chose to use k-means clustering as opposed to simply creating a lattice in $n$-dimensional space, because sampled property vectors do not fill the space evenly, but instead cluster.
around evolutionarily conserved or sterically preferred regions.

2.1. Property kernels

Variable length property vectors can be transformed into vectors of length \( m \) using the partition of \( \mathbb{R}^n \) defined by \( \mathcal{R} \). Specifically, a property vector \( \mathbf{p} \) is mapped into a vector of length \( m \) as

\[
x = (\varphi_1(\mathbf{p}), \varphi_2(\mathbf{p}), \ldots, \varphi_m(\mathbf{p}))
\]

where \( \varphi_i(\mathbf{p}) \) is the number of \( n \)-dimensional vectors \( \mathbf{p}[i] \) in \( \mathbf{p} \) that belong to region \( R_i \). Given two property vectors \( \mathbf{p} \) and \( \mathbf{q} \) and their respective count vectors \( \mathbf{x} \) and \( \mathbf{y} \), a vector quantization property kernel function is defined as

\[
k(\mathbf{p}, \mathbf{q}) = \mathbf{x}^T \mathbf{y},
\]

where \( T \) is the transpose operator. Note that in this notation each count vector is assumed to be a column vector, i.e. \( (a, b, c) = [a\ b\ c]^T \), as in Ref. 24. Since the function \( k(\mathbf{p}, \mathbf{q}) \) is defined as an inner product between two count vectors, it is a kernel function.\(^{19}\)

Given a set of property kernels \( \{k_i(\mathbf{x}, \mathbf{y})\} \), we construct the composite property kernel as a linear combination

\[
k(\mathbf{x}, \mathbf{y}) = \sum_i k_i(\mathbf{x}, \mathbf{y}),
\]

where before and after combining, each kernel is normalized using

\[
k(\mathbf{x}, \mathbf{y}) \leftarrow \frac{k(\mathbf{x}, \mathbf{y})}{\sqrt{k(\mathbf{x}, \mathbf{x})k(\mathbf{y}, \mathbf{y})}}.
\]

It is important to mention that both the inner product kernel formulation and the composite kernel based on a linear combination were selected for their simplicity. Functions such as the Jaccard similarity coefficient and the Gaussian kernel (which introduces a parameter into kernel selection) sometimes provide performance improvements to an inner product definition. Similarly, kernels can be combined using a product or hyperkernel formulations; however, recent evidence suggests that more sophisticated schemes typically result in only minor improvements over linear combinations.\(^{25}\)

2.2. Computational complexity

The computation of a count vector can be accomplished in \( O(\ell mn) \) time if each \( n \)-dimensional vector from \( \mathbf{p} \) is compared with all centroids in \( \mathcal{C} \). Approximation algorithms are available through a decision tree-like organization of the centroids. In such a case, only \( \log m \) distance calculations are needed resulting in \( O(\ell n \log m) \) time;\(^{22}\) however, there is no guarantee that the closest centroid will be found. The memory requirements include \( O(mn) \) space for storing \( \mathcal{C} \).
2.3. Spectrum kernel

We compare the property kernels to a string kernel approach, as described in Ref. 5, for a wide range of word sizes \( n \in \{1 \ldots 10\} \). For a given word size \( n \), a sparse \( 20^n \)-length vector was created for a protein sequence, where each dimension represented the number of times a potential substring of length \( n \) that could be generated using the 20 amino acid alphabet occurred. An \( \ell \)-length sequence, \( s \), contains \( \ell - n + 1 \) such overlapping strings.

3. Data and experiments

In the first experiment, prediction was performed as a one-versus-all classification at the SCOP class level for single domain proteins categorized as \( \alpha \), \( \beta \), \( \alpha + \beta \), or \( \alpha/\beta \). We utilized Astral 1.75A (40%) to ensure that redundancy in the data set did not lead to inflated assessment of performance. Table 1 summarizes the positive and negative data points used for each category of SCOP.

In the second experiment we attempted to distinguish enzymes, or those proteins annotated with the term “catalytic activity” and its subtypes, from all other proteins. Gene Ontology \( \text{GO} \) annotations were obtained from the April 2012 release of Swiss-Prot\(^{28} \) in conjunction with the May 4, 2012 version of GO. Only annotations supported by evidence codes EXP, IDA, IPI, IMP, IGI, IEP, TAS and IC were used. This resulted in a total of 24,882 proteins with experimentally verified annotations, 9,506 of which were annotated with the term “catalytic activity” and 18,936 of which represented putatively negative data points.

We tested a range of combinations of values for \( n \) (window size), and \( m \) (number of centroids) for each property. For values of \( n \), we tested \( n \in \{2^i : i = 1 \ldots 5\} \). Similarly, for the number of centroids, \( m \), we tested \( m \in \{2^i : i = 4, 6, 8, 10, 12\} \). For each property type and all values of \( m \) and \( n \), we performed k-means clustering using \( 10^6 \) randomly sampled vectors from all sequences in \( S \). SVM\(^{light} \) with the default value for the capacity parameter was used as a prediction engine in all experiments.\(^{29} \) In each experiment, the total costs of misclassification for positive and negative examples were equal.

3.1. Mapping proteins into property vectors

Several structure-based properties were generated by converting the atomic 3D coordinates into backbone angles. The usefulness of representing a structure in this manner is that backbone angles are invariant to the translation and rotation of the original 3D coordinates. Four types of backbone angles were utilized: \( \alpha \), \( \kappa \), \( \phi \), and \( \psi \). All angles were obtained using DSSP.\(^{30} \) In addition to generating dihedral angles, DSSP also outputs solvent accessibility values which we used as the fifth structure-based property.

We also generated seven sequence-based properties for both the task of categorizing structures and predicting function. These features were generated in order to represent biologically

<table>
<thead>
<tr>
<th>SCOP class</th>
<th>positives</th>
<th>negatives</th>
</tr>
</thead>
<tbody>
<tr>
<td>all ( \alpha )</td>
<td>1,901</td>
<td>7,486</td>
</tr>
<tr>
<td>all ( \beta )</td>
<td>2,175</td>
<td>7,212</td>
</tr>
<tr>
<td>( \alpha + \beta )</td>
<td>2,665</td>
<td>6,722</td>
</tr>
<tr>
<td>( \alpha/\beta )</td>
<td>2,646</td>
<td>6,741</td>
</tr>
</tbody>
</table>
Table 2. Optimal performance, according to AUC, of each property-based feature when predicting SCOP folds. For each property feature the combination of \(m\) and \(n\) values that obtained the highest AUC for an individual SCOP category are reported. The last block of columns shows the weighted AUC, \(AUC^w\), obtained across all SCOP categories. Results when combining all sequence- and structure-based features are shown in the bottom section of the table. Because different combinations of \(m\) and \(n\) were used when combining properties, these values are not shown for the Sequence + Structure and Sequence + Structure + String kernel combination of features.

<table>
<thead>
<tr>
<th>Property \ Category</th>
<th>All (\alpha)</th>
<th>All (\beta)</th>
<th>(\alpha/\beta)</th>
<th>(\alpha + \beta)</th>
<th>(AUC^w)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(m) (n)</td>
<td>(m) (n)</td>
<td>(m) (n)</td>
<td>(m) (n)</td>
<td>(m) (n)</td>
</tr>
<tr>
<td>(\alpha) angles</td>
<td>4,096 8 0.994</td>
<td>4,096 8 0.982</td>
<td>4,096 16 0.967</td>
<td>4,096 32 0.829</td>
<td>– – 0.930</td>
</tr>
<tr>
<td>(\kappa) angles</td>
<td>4,096 16 0.995</td>
<td>4,096 16 0.986</td>
<td>4,096 16 0.978</td>
<td>4,096 32 0.903</td>
<td>– – 0.961</td>
</tr>
<tr>
<td>(\phi) angles</td>
<td>4,096 16 0.990</td>
<td>4,096 16 0.975</td>
<td>4,096 16 0.964</td>
<td>4,096 32 0.809</td>
<td>– – 0.920</td>
</tr>
<tr>
<td>(\psi) angles</td>
<td>4,096 8 0.991</td>
<td>4,096 16 0.981</td>
<td>4,096 16 0.970</td>
<td>4,096 32 0.850</td>
<td>– – 0.938</td>
</tr>
<tr>
<td>Solvent accessibility</td>
<td>4,096 8 0.960</td>
<td>4,096 8 0.951</td>
<td>4,096 32 0.914</td>
<td>4,096 32 0.710</td>
<td>– – 0.868</td>
</tr>
<tr>
<td>B-factor predictions</td>
<td>256 8 0.790</td>
<td>256 8 0.709</td>
<td>64 8 0.809</td>
<td>16 4 0.587</td>
<td>– – 0.717</td>
</tr>
<tr>
<td>Helix predictions</td>
<td>16 4 0.868</td>
<td>16 8 0.871</td>
<td>64 16 0.842</td>
<td>64 32 0.637</td>
<td>– – 0.788</td>
</tr>
<tr>
<td>Hydrophobicity indices</td>
<td>256 4 0.711</td>
<td>1,024 4 0.728</td>
<td>64 2 0.834</td>
<td>64 2 0.585</td>
<td>– – 0.707</td>
</tr>
<tr>
<td>Loop predictions</td>
<td>256 16 0.872</td>
<td>64 8 0.848</td>
<td>16 32 0.821</td>
<td>1,024 32 0.607</td>
<td>– – 0.771</td>
</tr>
<tr>
<td>PDB disorder predictions</td>
<td>1,024 8 0.842</td>
<td>64 4 0.849</td>
<td>64 4 0.819</td>
<td>256 32 0.591</td>
<td>– – 0.764</td>
</tr>
<tr>
<td>Sheet predictions</td>
<td>64 2 0.904</td>
<td>64 8 0.853</td>
<td>256 16 0.836</td>
<td>64 32 0.641</td>
<td>– – 0.787</td>
</tr>
<tr>
<td>VSL2B disorder predictions</td>
<td>16 2 0.990</td>
<td>64 32 0.628</td>
<td>64 8 0.812</td>
<td>64 2 0.589</td>
<td>– – 0.682</td>
</tr>
<tr>
<td>String kernel</td>
<td>– – 2 0.863</td>
<td>– – 3 0.878</td>
<td>– – 4 0.860</td>
<td>– – 5 0.634</td>
<td>– – 0.794</td>
</tr>
<tr>
<td>Sequence</td>
<td>64 16 0.915</td>
<td>64 16 0.876</td>
<td>64 16 0.880</td>
<td>64 16 0.621</td>
<td>64 16 0.813</td>
</tr>
<tr>
<td>Structure</td>
<td>4,096 32 0.992</td>
<td>4,096 32 0.983</td>
<td>4,096 32 0.979</td>
<td>4,096 32 0.903</td>
<td>4,096 32 0.961</td>
</tr>
<tr>
<td>Sequence + Structure</td>
<td>– – 0.989</td>
<td>– – 0.967</td>
<td>– – 0.970</td>
<td>– – 0.851</td>
<td>– – 0.939</td>
</tr>
<tr>
<td>Sequence + Structure + String kernel</td>
<td>– – 0.989</td>
<td>– – 0.967</td>
<td>– – 0.970</td>
<td>– – 0.851</td>
<td>– – 0.939</td>
</tr>
</tbody>
</table>
relevant properties associated with a region of a protein sequence: (i) hydrophobicity, calculated using the Kyte-Doolittle scale in a sliding window of length \( w = 11 \); (ii) flexibility, calculated as predicted B-factors using our previous model; secondary structure predictions of (iii) helix, (iv) sheet and (v) loop propensities using our in-house predictor; and intrinsic disorder, (vi) using the previously published VSL2B model as well as (vii) predictions from the same in-house predictor used for secondary structures.

3.2. Performance evaluation

We performed 10-fold cross-validation in all experiments. For each binary classification task we calculated the area under the Receiver Operating Characteristic (ROC) curve (AUC). While we evaluated each feature type for a combination of window size and number of clusters on each classification task separately, we also desired to obtain a single value that could be used to benchmark each combination of parameters on all evaluated SCOP classes. To do this we used a weighted average of AUC values across multiple one-versus-all classification tasks, where the weight for each task was calculated using the ratio of structures in the given category and the total number of structures. We refer to this performance measure as \( AUC^w \).

We also calculated the signal-to-noise ratio (SNR) obtained when encoding and decoding property-based representations of proteins using vector quantization. Given an original property vector \( \mathbf{p} \) and the reconstructed version of this vector \( \hat{\mathbf{p}} \), the signal-to-noise ratio was calculated using the logarithmic decibel scale as

\[
SNR_{dB}(\mathbf{p}, \hat{\mathbf{p}}) = 10 \log_{10} \frac{\sum_{i=1}^{\ell} p_i^2}{\sum_{i=1}^{\ell} (p_i - \hat{p}_i)^2}.
\]

On this scale one decibel signifies that the noise (or sum of squared differences between the original and reconstructed signals) represents \( \frac{1}{10} \)-th of the signal.

4. Results

4.1. Prediction of structural categories

Table 2 shows the performance of each property kernel when predicting SCOP classes. Among structure-based properties we found that \( \kappa \) angles had the best performance, both for individual SCOP classes and in terms of its \( AUC^w \) (0.961). Solvent accessibility values performed the worst out of structure-based properties, obtaining the lowest \( AUC \) for all SCOP classes as well as lowest \( AUC^w \) (0.868). All structure-based properties outperformed sequence-based properties.

Among sequence-based properties, predicted secondary structures performed the best, especially predictions that a residue is in a helix (\( AUC^w = 0.788 \)), a sheet (\( AUC^w = 0.787 \)) or a loop (\( AUC^w = 0.771 \)). Calculated hydrophobicity and VSL2B-based predictions of disorder propensity performed the worst (\( AUC^w = 0.707 \) and \( AUC^w = 0.682 \), respectively). Interestingly, the predictor of disordered residues developed from PDB performed considerably better than VSL2B (\( AUC^w = 0.764 \) vs. \( AUC^w = 0.682 \)), an outcome that may be due to the differences in training samples between the two models.
In order to test the predictive ability of integrating multiple properties, we implemented a linear combination of individual property kernels (Table 2, Figure 3). To reduce the computational complexity of this task we only combined properties utilizing m and n values that achieved the highest $AUC^w$ for each property type.

We observed an improvement of about three percentage points when combining sequence-based properties, achieving an $AUC^w$ of 0.813 compared to the best performance of an individual sequence based property of 0.788 (helix predictions). The combined kernel for structure-based properties saw no improvement over the best performing individual model ($AUC^w = 0.961$ for both the combined kernel and $\kappa$ angles), and actually exhibited lower performance when both sequence and structure-based properties were combined ($AUC^w = 0.939$).

### 4.2. Prediction of protein function

The performance of each property kernel when predicting whether a protein is annotated with the catalytic activity term is shown in the first column of Table 3. Here we found that disorder-based predictions (VSL2B disorder: $AUC = 0.742$; PDB disorder: $AUC = 0.718$) and predicted B-factors ($AUC = 0.722$) performed the best, whereas, contrary to their performance in distinguishing between SCOP categories, predicted secondary structures performed the worst (helix: $AUC = 0.687$; sheet: $AUC = 0.681$; loop: $AUC = 0.698$).

Table 3 also shows the aggregate performance of each property when predicting and testing on six subclasses of catalytic activity. As with predicting catalytic activity in general, predicted B-factors also performed well in predicting catalytic activity subclasses ($AUC^w = 0.659$). Predicted secondary structures had mixed performance, with predicted loops obtaining a comparatively high $AUC^w$ of 0.647, whereas helix and sheet predictions only achieved an $AUC^w$ of 0.611 and 0.621, respectively.

We also generated a reduced redundancy data set of proteins with GO annotations in which the maximum pairwise sequence identity outputted by BLAST between any two sequences was
Table 3. Performance, according to $AUC$ and $AUC^w$, of each property-based feature when predicting catalytic activity and catalytic activity subclass, respectively. For each property feature the combination of $m$ and $n$ values that obtained the highest $AUC$ are reported.

<table>
<thead>
<tr>
<th>Property\Category</th>
<th>Catalytic activity</th>
<th>Catalytic subclass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$m$</td>
<td>$n$</td>
</tr>
<tr>
<td>B-factors</td>
<td>256</td>
<td>32</td>
</tr>
<tr>
<td>Helix</td>
<td>256</td>
<td>8</td>
</tr>
<tr>
<td>Hydrophobicity</td>
<td>4,096</td>
<td>2</td>
</tr>
<tr>
<td>Loop</td>
<td>256</td>
<td>32</td>
</tr>
<tr>
<td>PDB disorder</td>
<td>256</td>
<td>32</td>
</tr>
<tr>
<td>Sheet</td>
<td>256</td>
<td>4</td>
</tr>
<tr>
<td>VSL2B disorder</td>
<td>256</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 4. Performance, according to $AUC$ and $AUC^w$, of each the string kernel and combination of properties when predicting catalytic activity and catalytic activity subclass respectively. Results are shown for the full (redundant) data set and the non-redundant 40% data set (NR40).

<table>
<thead>
<tr>
<th>Property\Category</th>
<th>Catalytic activity</th>
<th>Catalytic subclass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Full data set</td>
<td>NR40</td>
</tr>
<tr>
<td></td>
<td>$m$</td>
<td>$n$</td>
</tr>
<tr>
<td>String kernel</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>VQ kernel</td>
<td>256</td>
<td>16</td>
</tr>
<tr>
<td>VQ + String kernel</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

at most 40%. This non-redundant data set (NR40) was generated to estimate the performance of each property when, for a given query protein, there is no sequence that is both annotated and of a reasonable level of sequence similarity. As shown by Figure 4 and Table 4, the performance of the property kernels was unaffected by the reduction in sequence identities between pairs of proteins, whereas string kernel performance was reduced.

4.3. String kernel performance

The string kernel did not show superior performance to any of the property kernels (both based on sequence and structure data) when predicting SCOP categories, only obtaining an $AUC^w$ of 0.794 compared to an $AUC^w$ of 0.961 obtained by the combined structure kernel and $AUC^w$ of 0.813 obtained by the combined sequence kernel.

The performance of the string kernel in the task of function prediction was influenced by data set redundancy. When using redundant data, we found that the string kernel outperformed sequence-based properties in both the task of predicting catalytic activity and its subclass ($AUC^w$ of 0.857 and 0.930), respectively (Figure 4(a)). However, when the redundancy in the protein function data was removed, the relative performance between the string kernel and the vector quantization kernel has reversed. As shown by Figure 4(b) the combined sequence-based property kernel achieved an $AUC$ of 0.775 compared to 0.733 for the string kernel approach. Interestingly, this trend did not hold for the subclasses of catalytic activity, potentially due to the reduced data set sizes used to train individual models.
4.4. Optimal parameter values

We found that structure-based properties consistently preferred large numbers of centroids, obtaining maximum AUC at $m = 4096$ for all structure-based properties and all classification tasks. Optimal window sizes were 8 or 16 amino acids for most SCOP classes. Sequence-based properties were less consistent in the best-performing values of $m$ and $n$, covering a range of values for each feature and SCOP class.

There was very little variation in preferred values of $m$ when predicting catalytic activity with all features aside from predicted hydrophobicity obtaining maximum AUC values at $m = 256$. There was much more variation in preferred window sizes with hydrophobicity obtaining smallest optimal window size of 2, and B-factor, loop and PDB disorder predictions preferring longer window sizes ($n = 32$). Sequence based properties were much more consistent in the preferred values of $m$ and $n$ when predicting catalytic activity subclass, almost always favoring large values of $m$ ($4,096$).

![ROC curves](image1)

Fig. 4. Figure 4(a) shows ROC curves obtained when predicting catalytic activity using sequence properties (blue curve) and the string kernel (grey curve). AUC values are shown in parentheses in the figure legend. Figure 4(b) shows ROC curves obtained when predicting catalytic activity on the 40% non-redundant data set of proteins (NR40) using sequence properties (blue) and the string kernel (grey). Figure 4(c) shows obtained SNR values plotted as a function of $AUC^w$ values for the prediction of SCOP class for each feature type.

4.5. Comparing AUC and SNR

Figure 4(c) shows a scatterplot of SNR and $AUC^w$ values. Although, as a class, dihedral angles obtained higher values of $AUC^w$, these values were only weakly correlated with higher SNR values ($\rho = 0.07$). For all other groups of properties in Figure 4(c) we observed a negative correlation between $AUC^w$ and SNR.

5. Discussion

This paper introduced vector quantization (VQ) kernels and investigated their usefulness in different protein classification tasks. Several results show that the proposed kernel holds potential both as a standalone approach in protein classification and, more importantly, as a method that can be integrated into other strategies. The VQ kernel performed particularly
well in classification of SCOP classes, and as such could be readily exploited to automate
the process of assigning new protein structures to structural classes. Such a method, simi-
lar to the FragBag approach,\textsuperscript{34} is likely to be significantly faster than structure alignments
that are commonly used for this purpose. Comparatively lower performance was observed in
experiments relying on sequence-based properties only. Unsurprisingly, in these experiments,
the property kernels outperformed string kernels when applied to non-redundant proteins,
while they exhibited inferior performance to string kernels when high sequence identities were
allowed.

The usefulness and biological significance of representing a protein sequence in a time
series form has been long known. To the best of our knowledge, the use of a hydrophobicity
plot (also referred to as hydropathy profile) was introduced by Rose who suggested that the
local maxima and minima in the hydropathy profile typically correspond to the hydrophobic
core and turns, respectively, in a protein’s structure.\textsuperscript{35} This idea quickly evolved into a tool
for analysis of general properties of proteins, such as globular conformations\textsuperscript{36} or membrane-
spanning domains.\textsuperscript{31} Advanced methods, such as the alignment of hydrophobic profiles\textsuperscript{37} and
Fast Fourier Transform (FFT) kernel\textsuperscript{17} approach, have been proposed more recently, both in
the context of recognizing membrane proteins.

The FFT kernel method is most related to the VQ kernels introduced here. In this method,
Lanckriet and colleagues\textsuperscript{17} first apply a low-pass filter to the original hydropathy profiles, pad
the shorter profile with zeros (if the profiles are of different lengths), and subsequently calculate
the kernel value between two FFT-derived spectra using a Gaussian kernel function with a free
parameter $\sigma$. While this method provided solid performance in the task of predicting mem-
brane proteins, we believe the kernel method introduced here offers better interpretability of
results (through the selection and analysis of centroids) and more room for further refinements.
For example, the simple inner product function between the count vectors $k(p, q) = x^T y$ can
be augmented by a positive semi-definite matrix $Q$ into a more general form $x^T Q y$, perhaps
by defining $Q$ through a non-singular matrix of similarities between centroids ($S$) and using
$Q = S^T S$. In addition, the centroid selection can be combined with motif discovery in time
series data.\textsuperscript{20} In terms of time complexity, the FFT kernel can be computed in $O(\ell \log \ell)$ time
compared to $O(\ell \log m)$ time for the VQ kernel, where $\ell$ is the length of the protein and $m$ the
number of clusters. The VQ kernel may also hold promise to more easily integrate multiple
types of properties and exploit their correlation via a joint clustering or some form of “matrix
quantization”.

In summary, the VQ kernel introduced in this work is a robust methodology that can easily
be extended to any type of data that is or can be transformed into a time-series.
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Identifying genetic variants that affect drug response or play a role in disease is an important task for clinicians and researchers. Before individual variants can be explored efficiently for effect on drug response or disease relationships, specific candidate genes must be identified. While many methods rank candidate genes through the use of sequence features and network topology, only a few exploit the information contained in the biomedical literature. In this work, we train and test a classifier on known pharmacogenes from PharmGKB and present a classifier that predicts pharmacogenes on a genome-wide scale using only Gene Ontology annotations and simple features mined from the biomedical literature. Performance of F=0.86, AUC=0.860 is achieved. The top 10 predicted genes are analyzed. Additionally, a set of enriched pharmacogenic Gene Ontology concepts is produced.

1. Introduction

One of the most important problems in the genomic era is identifying variants in genes that affect response to pharmaceutical drugs. Variability in drug response poses problems for both clinicians and patients. Variants in disease pathogenesis can also play a major factor in drug efficacy. However, before variants within genes can be examined efficiently for their effect on drug response, genes interacting with drugs or causal disease genes must be identified. Both of these tasks are open research questions.

Databases such as DrugBank and The Therapeutic Target DB contain information about gene-drug interactions, but only The Pharmacogenomics Knowledgebase (PharmGKB) contains information about how variation in human genetics leads to variation in drug response and drug pathways. Gene-disease variants and relationships are contained in Online Mendelian Inheritance in Man (OMIM), the genetic association database, and the GWAS catalog. Curated databases are important resources, but they all suffer from the same problem: they are incomplete. One approach to this problem is the development of computational methods to aid in database curation. We explore here a method that takes advantage of the large amount of information in the biomedical literature that is waiting to be exploited.

Having a classifier that is able to predict as-yet-uncurated pharmacogenes would allow researchers to focus on identifying the variability within the genes that could affect drug response or disease, and thus, shorten the time until information about these variants is useful in a clinical setting. (We use the term “pharmacogene” to refer to any gene such that a variant has been seen to affect drug response or is implicated in a disease.) Computational methods have been developed to predict the potential relevance of a gene to a query drug. Other computational methods have been developed to identify genetic causes underlying disorders through gene prioritization, but many of these are designed to work on small sets of disease-specific genes. The method which is closest to the one that we present here is described in
Costa et al.; they create separate classifiers to predict morbidity-associated and druggable genes on a genome-wide scale. A majority of these methods use sequence-based features, network topology, and other features from curated databases; only a few use information from literature.

In the work presented here, the goal is to predict pharmacogenes at genome-wide scale using a combination of features from curated databases and features mined from the biomedical literature. We evaluate a number of hypotheses:

1. There is a set of GO concepts that are enriched when comparing the functions of important pharmacogenes and the rest of the human genome and by examining this set of enriched GO concepts, a classifier can be created to provide hypotheses regarding further genes in which variants could be of importance.

2. Text-mined features will increase performance when combined with features from curated databases.

2. Methods

2.1. Pharmacogenes

By pharmacogene, we mean any gene such that a variant of that gene has been seen to affect drug response or such that variants have been implicated in disease. PharmGKB contains over 26,000 genes, with only a few having annotations that signify their importance in disease or drug response. For the experiments reported here, only those genes in which a variant exists in the PharmGKB relationship database, specifically gene-disease or gene-drug relationships, are considered to be gold-standard pharmacogenes. By this definition, 1,124 genes meet the criteria for classification as pharmacogenes and are positively labeled training instances; these make up <5% of all genes in PharmGKB. PharmGKB is constantly being updated, so a snapshot of PharmGKB on May 2, 2013 was taken and is used as the gold standard.

2.2. Background genes

The rest of the 25,110 genes in PharmGKB, which do not contain disease or drug relationships, are considered to be background genes and will be used as negatively labeled training instances. We acknowledge the fact that PharmGKB is incomplete and that a missing annotation is not indicative of a gene not being involved in disease or drug relationships, but the fact that they have not been discovered or curated yet. (This is an obvious motivation for the work reported here.) Two data sets were created from the background genes. One consists of all 25,110 genes. This is referred to as the unbalanced set. The second consists of 1,124 background genes that have similar numbers of publications as the known pharmacogenes. This is referred to as the balanced set. That is, the two sets differ in whether or not they result in a balanced set of positive and negative exemplars.

2.3. Functional annotations from curated databases

Links within PharmGKB were used to obtain Entrez Gene (EG) identifiers for both pharmacogenes and background genes. To extract all Gene Ontology (GO) annotated functions
associated with these genes, the NIH’s gene2go file was used. Only curated evidence codes
(EXP, IDA, IPI, IMP, IGI, IEP, TAS, and ISS) were used, in order to ensure high-quality
annotations. This dataset will be referred to as the curated dataset. It contains many EGID
to GO ID mappings obtained solely from curated GO annotations.

2.4. Functional annotations from biomedical literature

Entez Gene IDs and the NIH’s gene2pubmed file were used to relate genes to documents
of which they are the primary subject. By using the gene2pubmed file, we assume that all
information retrieved from the article is associated with the gene that is the primary subject.
Note that this is not always true and could introduce noise.

The 26,234 genes are mapped to 379,978 unique PubMed/MEDLINE articles. From these
∼380,000 articles, two different textual datasets were created, one consisting only of abstracts
and the other containing full text. The abstract dataset consists of all abstracts from all
articles. For ∼26,000 articles, we were only able to download XML or plain text, because
PMC articles are available in any format, with some, such as PDF, not being suitable for
natural language processing. The ∼26,000 full-text articles constitute our full-text dataset.
All full-text documents come from the PubMed Open Access Subset.

To extract gene functions (GO concepts) from these corpora, ConceptMapper, a dictionary-
based concept recognizer, was used with parameters tuned for each branch of the Gene
Ontology (Molecular Function, Biological Process, and Cellular Component), as seen in Funk
et al. (under review). Descriptive statistics of the documents and the functional annotations
retrieved from them and from the curated database are shown in Table 1.

Table 1. Summary of gene-document and gene-annotation associations

<table>
<thead>
<tr>
<th></th>
<th>Mean # Docs</th>
<th>Mean # GO Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Genes</td>
<td>Abstracts</td>
</tr>
<tr>
<td>All genes</td>
<td>26,234</td>
<td>35.5</td>
</tr>
<tr>
<td>Known pharmacogenes (+)</td>
<td>1,124</td>
<td>215.2</td>
</tr>
<tr>
<td>All background genes (–)</td>
<td>25,110</td>
<td>26.7</td>
</tr>
<tr>
<td>Small background genes (–)</td>
<td>1,124</td>
<td>211.1</td>
</tr>
<tr>
<td>Total Numbers</td>
<td>26,234</td>
<td>379,978</td>
</tr>
</tbody>
</table>

2.5. Enrichment of Gene Ontology concepts

FatiGO was used to test whether there are functional concepts that are enriched when
pharmacogenes are compared to background genes. FatiGO is a tool that uses Fisher’s exact
test to extract over- or under-represented GO concepts from two lists of genes and provides
a list of enriched GO concepts and their respective p-values as output. The p-values are
corrected for multiple testing as described in Ge et al. The gene lists and all three sets
of annotations—curated, and text-mined—were provided to FatiGO as custom annotations.
Fisher’s exact test was conducted between GO concepts annotated to pharmacogenes and
those annotated to background genes for all three sets of Gene Ontology concepts (curated, mined from abstracts, and mined from full text).

2.6. Binary Classification

All classifiers were implemented in the Weka toolkit, version 3.6.9. Three different baselines were used: OneR, a one node decision tree; Naive Bayes; and randomly assigning class labels. Against these, we compared three systems: Random Forests and two different Support Vector Machine implementations. Random Forests provide fast decision-tree training. Support Vector Machines (SVM) are currently the most popular classifier. The built-in classifiers for OneR (weka.classifiers.rules.OneR), Naive Bayes (weka.classifiers.bayes.NaiveBayes), Random Forest (weka.classifiers.trees.RandomForest), and Support Vector Machine (weka.classifiers.functions.SMO) were used with default parameters. LibSVM (weka.classifiers.functions.LibSVM) was used with all but one default parameter. By default LibSVM maximizes accuracy; with the unbalanced dataset, this is not optimal, so weights of 90.0 and 10.0 were assigned to the pharmacogene and background classes, respectively. When using LibSVM with the balanced dataset, equal weights were given to both classes. All numbers reported are from five-fold cross-validation.

Table 2. Machine learning features per dataset A breakdown of the number and type of features used.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Genes</th>
<th># Features</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>GOA curated</td>
<td>12,704</td>
<td>39,329</td>
<td>Curated GO annotations from the GOA database.</td>
</tr>
<tr>
<td>NLP abstract</td>
<td>23,849</td>
<td>39,329</td>
<td>GO annotations recognized from MEDLINE abstracts.</td>
</tr>
<tr>
<td>NLP full-text</td>
<td>15,168</td>
<td>39,329</td>
<td>GO annotations recognized from full-text journal articles.</td>
</tr>
<tr>
<td>Abstract GO + Bigrams</td>
<td>23,849</td>
<td>858,472</td>
<td>GO annotations and bigrams from MEDLINE abstracts.</td>
</tr>
<tr>
<td>Full-text GO + Bigrams</td>
<td>15,168</td>
<td>906,935</td>
<td>GO annotations and bigrams from full-text journal articles.</td>
</tr>
<tr>
<td>Combined GO + Bigrams</td>
<td>23,867</td>
<td>1,189,175</td>
<td>Curated and NLP GO annotations and all bigrams.</td>
</tr>
<tr>
<td>Abstract GO + Collocations</td>
<td>23,849</td>
<td>346,878</td>
<td>GO annotations and collocations from MEDLINE abstracts.</td>
</tr>
<tr>
<td>Full-text GO + Collocations</td>
<td>15,168</td>
<td>54,951</td>
<td>GO annotations and collocations from full-text journal articles.</td>
</tr>
<tr>
<td>Combined GO + Collocations</td>
<td>23,867</td>
<td>349,243</td>
<td>Curated and NLP GO annotations and all collocations.</td>
</tr>
</tbody>
</table>

2.7. Features derived from natural language processing

Additional features were extracted from the abstract and full-text document collections using natural language processing. (This is in addition to the automatically extracted Gene Ontology annotations, which are also produced by natural language processing.) These features were word bigrams and collocations. Collocations, or sets of words that co-occur more often than expected, have not been commonly used in text classification, but provide a better reflection of the semantics of a text than bigrams. Both bigrams and collocations were extracted using the Natural Language Tool Kit (NLTK).23 Any bigram or collocation where one of the tokens only contained punctuation was removed. Additionally, only those features that appear in three or more documents were retained. Six different NLP-derived feature sets were created by combining the three datasets (abstract, full-text, curated + abstract + full-text) along with the two different types of surface linguistic features (bigrams and collocations); these feature sets were tested and trained on both the balanced and unbalanced datasets.
2.8. **Machine learning input**

A breakdown of the kind and number of features used in each dataset can be seen in Table 2.

2.9. **Evaluation metrics**

The performance of our classifier was assessed by estimating precision (P), recall (R), and F-measure (F). The area under the receiving operator characteristic curve (AROC) is reported, as it allows for comparison against other classifiers, but with a word of caution interpreting the unbalanced dataset: inflated AROCs have been seen when working with skewed class distributions. All scores were determined by taking the average of 5-fold cross-validation for all datasets.

3. Results and Discussion

3.1. **Enriched Gene Ontology concepts**

To assess the viability of a machine learner separating background and pharmacogenes, we first determine whether functional differences between the pharmacogenes and background genes exist. At least one curated or text-mined functional annotation was retrieved for 23,647 out of 26,236 total genes (90% of all genes in PharmGKB). The details of obtaining the annotations are given in Sections 2.3 and 2.4. The gene sets and their annotations were passed to FatiGO, a web tool that extracts over- and under-represented GO concepts from two lists of genes, and a list of enriched GO concepts and probabilities was returned as output. Examining the output from FatiGO, we found that, depending on the dataset, between 800-4000 GO concepts were enriched, consistent with our hypothesis that there are enriched pharmacogenetic functions. The top 10 enriched GO concepts for Molecular Function and Biological Process can be seen in Tables 3 and 4, respectively. These lists were obtained by comparing the annotations from all pharmacogenes to all background genes. To ensure that bias was not introduced solely because there is a large difference in the number of genes and the number of annotations between the two sets, another comparison was done between all pharmacogenes and the set of 1,124 background genes with equal representation in the biomedical literature. The enriched GO concepts returned are similar the concepts returned when comparing against all background genes, and therefore we can conclude that no bias is introduced. Because 800-4000 statistically enriched GO concepts were returned for each dataset, we can conclude that there are functional differences between the set of pharmacogenes and background genes.

Many of the enriched GO concepts can be categorized as playing a role in pharmacodynamics (PD) or pharmacokinetics (PK). Pharmacodynamics is the study of the activity of a drug in the body, e.g. its binding and effect on the body. Examples of PD concepts are “integral to plasma membrane” (GO:0005887), “drug binding” (GO:0008144), and “positive regulation of protein phosphatase type 2B activity” (GO:0032514)—they are either associated with receptors that drugs bind to, or refer to the possible effect that a drug has on the body. Pharmacokinetics is the study of drug absorption, distribution, metabolism, and excretion. Examples of PK concepts are “xenobiotic metabolic process” (GO:0006805), “small molecule metabolic process” (GO:0044281), and “active transmembrane transporter activity”
(GO:0022804)—they refer to metabolism of a molecule or are involved in the metabolism or transportation of a molecule.

Table 3. Top 10 enriched GO concepts from the Molecular Function hierarchy. The enriched GO concepts from the Molecular Function branch of Gene Ontology obtained when comparing pharmacogenes versus all background genes using FatiGO.

<table>
<thead>
<tr>
<th>GOA curated</th>
<th>Concept name</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0005515</td>
<td>protein binding</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0019899</td>
<td>enzyme binding</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0042803</td>
<td>protein homodimerization activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0046982</td>
<td>protein heterodimerization activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0004497</td>
<td>monoxygenase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005245</td>
<td>voltage-gated calcium channel activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005320</td>
<td>apolipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005321</td>
<td>high-density lipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005322</td>
<td>low-density lipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005474</td>
<td>protein tyrosine kinase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005742</td>
<td>phosphatase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005743</td>
<td>heme binding</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005827</td>
<td>protein kinase C activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0006011</td>
<td>phosphatidylcholine transferase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0006777</td>
<td>transporter activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0008426</td>
<td>hormone activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0009010</td>
<td>DNA binding</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NLP abstracts</th>
<th>Concept name</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0022804</td>
<td>active transmembrane transporter activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005322</td>
<td>low-density lipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005321</td>
<td>high-density lipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005320</td>
<td>apolipoprotein</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005179</td>
<td>hormone activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005941</td>
<td>low-density lipoprotein receptor activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005215</td>
<td>transporter activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0016088</td>
<td>insulin</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0004697</td>
<td>protein kinase C activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0045289</td>
<td>luciferin monoxygenase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NLP full-text</th>
<th>Concept name</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0022804</td>
<td>angiotensin-converting enzyme inhibitor activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005322</td>
<td>calcium channel activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0016088</td>
<td>insulin</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0022804</td>
<td>active transmembrane transporter activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005179</td>
<td>hormone activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0004872</td>
<td>receptor activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0005215</td>
<td>transporter activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0016791</td>
<td>phosphatase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0008083</td>
<td>growth factor activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
<tr>
<td>GO:0004601</td>
<td>peroxidase activity</td>
<td>&lt;1.0 × 10^-8</td>
</tr>
</tbody>
</table>

There are interesting differences when examining the top enriched concepts between the different datasets (curated, abstracts, and full text). Impressionistically, curated annotations seem to be more specific, while NLP annotations appear to be more general (especially evident when examining Biological Processes, Table 4). This may be the case because there are limitations to the depth in GO that concept recognizers can identify; a large gap exists between how near-terminal concepts are stated in the ontology and their expression in free text.

3.2. Classification of pharmacogenes

Having established that the functions of pharmacogenes are different from background genes, the next step is to test the ability of machine learning to differentiate between them. Our goal is to predict at genome-wide scale pharmacogenes that are not currently known in PharmGKB to have drug or disease relationships. We approach the problem as binary classification, where the classifier separates pharmacogenes from the rest of the genes.

3.3. Classification using Gene Ontology concepts

To see how well known pharmacogenes can be classified through their functional annotation similarity, five classifiers were created using the manually curated and text-mined functional annotations on both the unbalanced and balanced datasets. Baselines for comparison against are a one-node decision tree (OneR), Naive Bayes, and randomly assigning class labels. Performance of all classifiers and baselines can be seen in Table 5. A breakdown of features used
for each dataset can be seen in Table 2 and a summary of functional annotations is seen in Table 1.

The results are shown in Table 5. A clear effect of balance versus imbalance in the data is evident. F-measure increases between 0.29 and 0.53 when using a balanced training set. Examining performance across unbalanced training sets, we notice that Naive Bayes produces the highest recall (0.68) but the lowest precision (0.17), whereas Random Forest produces highest precision (0.69) but lowest recall (0.11). The same trends do not hold for the balanced training sets. On both training sets, it is the SVM-based classifiers that balance precision and recall and produce the highest F-measures. The highest F-measures of 0.81 and 0.78, are produced by LibSVM and SMO, respectively, on the balanced NLP abstract annotations. Naive Bayes and Random Forrest perform poorly in comparison to the SVM classifiers, but better than a single-node decision tree or random assignment; OneR performs slightly better than random assignment.

For a majority of the classifiers, GO annotations from literature produce the best performance—surprisingly, text-mined annotations seem to be better features than those from curated datasets. This could be explained by the difference in number of annotations, there are 15 times more text-mined annotations than curated ones (Table 1). Another explanation could be that more information is encoded in text-mined annotations than just gene function. From this set of experiments, we can conclude that using only Gene Ontology concepts, we are able classify pharmacogenes on the balanced training set but it remains unclear, because of poor performance, whether it is sufficient to use only GO concepts with an unbalanced training set. We can also conclude that LibSVM should be used for the next set of experiments.

Table 4. **Top 10 enriched GO concepts from the Biological Process hierarchy.** The enriched GO concepts from the Biological Process branch of the Gene Ontology obtained when comparing pharmacogenes versus all background genes using FatiGO.

<table>
<thead>
<tr>
<th>Concept ID</th>
<th>Concept name</th>
<th>GOA curated</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0044281</td>
<td>small molecule metabolic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0007599</td>
<td>blood coagulation</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0030168</td>
<td>platelet activation</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0006805</td>
<td>xenobiotic metabolic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0048011</td>
<td>neurotrophin TRK receptor signaling pathway</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0007268</td>
<td>synaptic transmission</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0084743</td>
<td>fibroblast growth factor receptor signaling pathway</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0097173</td>
<td>epidermal growth factor receptor signaling pathway</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0045087</td>
<td>innate immune response</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0055085</td>
<td>transmembrane transport</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concept ID</th>
<th>Concept name</th>
<th>NLP abstracts</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0007568</td>
<td>aging</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0009405</td>
<td>pathogenesis</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0046960</td>
<td>sensitization</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0008152</td>
<td>metabolic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0006629</td>
<td>lipid metabolic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0007610</td>
<td>behavior</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0006810</td>
<td>transport</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0014823</td>
<td>response to activity</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0006280</td>
<td>mutagenesis</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0042638</td>
<td>exogen</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Concept ID</th>
<th>Concept name</th>
<th>NLP full-text</th>
<th>Adj. P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0009629</td>
<td>plant-type hypersensitive response</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0007568</td>
<td>aging</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0016311</td>
<td>dephosphorylation</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0032514</td>
<td>positive regulation of protein phosphatase type 2B activity</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0008152</td>
<td>metabolic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0009405</td>
<td>pathogenesis</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0042592</td>
<td>homeostatic process</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0046960</td>
<td>sensitization</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0006810</td>
<td>transport</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
<tr>
<td>GO:0050817</td>
<td>coagulation</td>
<td>&lt; 1.0 x 10^-8</td>
<td></td>
</tr>
</tbody>
</table>
because it is best performing and was the fastest to train (training time not shown).

3.4. Classification using GO concepts and literature features

To test the hypothesis that features derived from surface linguistic features can increase performance over conceptual features alone, we trained classifiers with two additional feature types: bigrams and collocations. Bigrams consist of every sequence of two adjacent words in a document and are commonly used in text classification. Collocations are a subset of bigrams, containing words that co-occur more frequently than expected. They are a better representation of the semantics of a text than bigrams alone. The methods for extracting these features are described above in Section 2.7. Adding bigrams and collocations introduces up to 30x more features than functional annotations alone (Table 2).

The performance of LibSVM with GO annotations and bigrams/collocations on both training sets can be seen in Table 6. Baselines are the same.

On the unbalanced training set, the maximum F-measure seen is 0.57, obtained by using text-mined functional annotations and bigrams extracted from abstracts. By using bigrams in addition to GO annotations, precision is increased by 0.17 while recall is decreased by 0.02, resulting in an increase in F-measure of 0.09 (Table 5 versus Table 6). On the balanced training set, the maximum F-measure seen is 0.81, also obtained by using text-mined functional annotations and bigrams from abstracts. With the addition of bigrams, both precision and recall are increased by 0.06 and 0.03, respectively, resulting in an increase in F-measure of 0.06 (comparing Table 5 to Table 6).

3.4.1. Comparison with other methods

As mentioned in the introduction, there are very few methods against which our method can be compared. Most gene-disease or gene prioritization methods are designed to work on small sets of disease-specific genes,\textsuperscript{12–14} while our method predicts pharmacogenes on a genome-wide scale. One method, Garten \textit{et al.},\textsuperscript{25} utilizes text mining to extract drug-gene relationships from the biomedical literature, also using PharmGKB as a gold standard, with an AUC of 0.701. The closest methods to ours do not predict pharmacogenes as defined here, but only predict disease genes. CIPHER\textsuperscript{26} predicts human disease genes with precision of $\sim0.10$ using protein-protein interaction networks and gene-phenotype associations. PROSPECTR\textsuperscript{27} uses
Table 6. **Classification with GO concepts and natural language processing** Five-fold cross-validation performance of LibSVM when combining Gene Ontology concepts and literature-based features. Both the balanced and unbalanced training results are shown. The highest F-measure and AROC are bolded. The baselines provided are OneR (one-node decision tree), Naive Bayes, and randomly assigning classes (median of 5 random assignments).

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Abstract GO + Bigrams</th>
<th>Full-Text GO + Bigrams</th>
<th>Combined GO + Bigrams</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P/R/F</td>
<td>AUC</td>
<td>P/R/F</td>
</tr>
<tr>
<td>Random</td>
<td>0.07/0.50/0.12</td>
<td>0.501</td>
<td>0.05/0.50/0.09</td>
</tr>
<tr>
<td>LibSVM</td>
<td>0.58/0.56/0.57</td>
<td><strong>0.771</strong></td>
<td>0.50/0.46/0.48</td>
</tr>
</tbody>
</table>

**Unbalanced Training**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Abstract GO + Collocations</th>
<th>Full-Text GO + Collocations</th>
<th>Combined GO + Collocations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P/R/F</td>
<td>AUC</td>
<td>P/R/F</td>
</tr>
<tr>
<td>Random</td>
<td>0.07/0.50/0.12</td>
<td>0.501</td>
<td>0.05/0.50/0.09</td>
</tr>
<tr>
<td>LibSVM</td>
<td>0.54/0.56/0.55</td>
<td><strong>0.767</strong></td>
<td>0.41/0.52/0.46</td>
</tr>
</tbody>
</table>

**Balanced Training**

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Abstract GO + Bigrams</th>
<th>Full-Text GO + Bigrams</th>
<th>Combined GO + Bigrams</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P/R/F</td>
<td>AUC</td>
<td>P/R/F</td>
</tr>
<tr>
<td>Random</td>
<td>0.50/0.50/0.50</td>
<td>0.500</td>
<td>0.50/0.50/0.50</td>
</tr>
<tr>
<td>OneR</td>
<td>0.78/0.48/0.58</td>
<td>0.664</td>
<td>0.67/0.64/0.66</td>
</tr>
<tr>
<td>LibSVM</td>
<td>0.87/0.82/0.85</td>
<td><strong>0.850</strong></td>
<td>0.77/0.80/0.78</td>
</tr>
</tbody>
</table>

23 sequence-based features and predicts disease genes from OMIM with precision = 0.62 and recall = 0.70 with an AUC of 0.70. The most directly comparable method, presented in Costa et al., utilizes topological features of gene interaction networks to predict both morbidity genes (P=0.66, R=0.65, AUC=0.72) and druggable genes (P=0.75, R=0.78, AUC=0.82). While the majority of other methods utilize sequence-based features, protein interactions, and other genomic networks, our method requires only Gene Ontology annotations and simple bigrams/collocations extracted from biomedical literature. Precision and recall for our classifier trained on the unbalanced dataset with GO annotations and bigrams from abstracts are slightly lower than both PROSPECTR and the method presented in Costa et al., our AUC (0.771) is higher than all but the predicted druggable genes from Costa et al. Performance on the balanced training set using GO concepts and bigrams extracted from abstracts (F=0.86, AUC=0.860) are higher than any of the methods presented here.

### 3.4.2. Limitations

There are two major limitations of our work. The first is that we grouped together all pharmacogenes, while it may have been more useful to differentiate between disease-associated and drug-response-associated variant. The other limitation is that we don’t provide a ranking, but rather just a binary classification.

### 3.5. Prediction of pharmacogenes

Now that classifiers have been created and evaluated, we can analyze the predicted pharmacogenes. 141 genes were predicted to be pharmacogenes by all six unbalanced datasets seen in Table 6. Predictions from unbalanced models were analyzed because the models produced through balanced training were unknowingly weighted for recall. For example, the balanced model trained on abstract GO and bigrams produces a recall of 0.99 and precision of 0.10.
Table 7. **Top 10 predicted pharmacogenes** Top 10 pharmacogenes predicted by all combined classifiers and ranked by functional similarity to the known pharmacogenes. All information from PharmGKB and OMIM is presented along with the class that was predicted by Costa *et al.*18 (Morbid: mutations that cause human diseases, Druggable: protein-coding genes whose modulation by small molecules elicits phenotypic effects).

<table>
<thead>
<tr>
<th>EG ID</th>
<th>Symbol</th>
<th>PharmGKB Annotations</th>
<th>OMIM Phenotype</th>
<th>Costa *et al.*18 predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>2903</td>
<td>GRIN2A</td>
<td>None</td>
<td>Epilepsy with neurodevelopment defects</td>
<td>Druggable</td>
</tr>
<tr>
<td>7361</td>
<td>UGT1A</td>
<td>None</td>
<td>None</td>
<td>Not tested</td>
</tr>
<tr>
<td>2897</td>
<td>GRIK1</td>
<td>None</td>
<td>None</td>
<td>Druggable</td>
</tr>
<tr>
<td>1128</td>
<td>CHRM1</td>
<td>None</td>
<td>None</td>
<td>Druggable</td>
</tr>
<tr>
<td>1131</td>
<td>CHRM3</td>
<td>Member of Proton Pump Inhibitor Pathway</td>
<td>Eagle-Barrett syndrome</td>
<td>Druggable</td>
</tr>
<tr>
<td>3115</td>
<td>HLA-DPB1</td>
<td>None</td>
<td>Beryllium disease</td>
<td>Morbid/Druggable</td>
</tr>
<tr>
<td>6571</td>
<td>SLC18A2</td>
<td>Member of Nicotine, Selective Serotonin Reuptake Inhibitor, and Sympathetic Nerve Pathway</td>
<td>None</td>
<td>Morbid/Druggable</td>
</tr>
<tr>
<td>477</td>
<td>ATP1A2</td>
<td>None</td>
<td>Alternating hemiplegia of childhood, Migraine (familial basilar and familial hemiplegic)</td>
<td>Morbid/Druggable</td>
</tr>
<tr>
<td>3643</td>
<td>INSR</td>
<td>Member of Anti-diabetic Drug Potassium Channel Inhibitors and Anti-diabetic Drug Repaglinide Pathways</td>
<td>Diabetes mellitus, Hyperinsulinemic hypoglycemia, Rabson-Mendenhall syndrome</td>
<td>Morbid/Druggable</td>
</tr>
<tr>
<td>2905</td>
<td>GRIN2C</td>
<td>None</td>
<td>None</td>
<td>Druggable</td>
</tr>
</tbody>
</table>

When the classifier is applied to all genes in PharmGKB; this is not informative and further work and error analysis will be conducted to examine why this is.

The top 10 predicted genes, ranked by functional similarity (as calculated by ToppGene) to the known pharmacogenes, along with all known information from PharmGKB and Online Mendelian Inheritance in Man (OMIM),7 and if/what the gene was predicted to be by Costa *et al.* can be seen in Table 7. We first notice that there are no gene-disease or gene-drug relationships in PharmGKB for these predicted genes, but a few of them participate in curated pathways. We expand our search to see if other databases have drug or disease information about them. OMIM provides insight into genetic variation and phenotypes; half of the predicted genes have a variant that plays a role in a mutant phenotype. We also looked up our predicted genes in the results from a previous study on predicting morbid and druggable genes, and 90% (9 out of 10) of our predicted pharmacogenes were also predicted to be morbid (variations cause hereditary human diseases) or druggable.18

To assess the hypothesized pharmacogenes further, PubMed and STITCH28 were used to find any known drug or disease associations not in PharmGKB or OMIM. The top-ranked gene, GRIN2A, seems to play a part in schizophrenia and autism spectrum disorders29 along with binding to memantine, a class of Alzheimer’s medication blocking glutamate receptors. Interestingly, UGT1A is unable to be found in STITCH or OMIM, but an article from May 2013 introduces a specific polymorphism that suggests that it is an important determinant of acetaminophen glucuronidation and could affect an individual’s risk for acetaminophen-induced liver injury.30 It is also known to be linked to irinotecan toxicity. We also find genetic variations in GRIK1 have been linked to schizophrenia31 and down syndrome.32 Even only examining the top three predicted pharmacogenes, there is evidence in other databases and literature that suggests these should be further examined by the PharmGKB curators for possible annotation.
4. Conclusions

One of the surprising findings of this study was that features extracted from abstracts performed better than features extracted from full text. Since full text was available for a smaller number of genes, the comparison may not be appropriate. Pursuing this remains for further research.

The collocation features performed almost as well as the bigrams, despite the fact that we took a poor approach to extracting them, since we did collocation recognition on the document level, rather than on the level of the document collection as a whole. With a better approach to collocation extraction, performance of the collocation features might have been much higher.

The fact that features derived from text-mined functional annotations outperformed manually curated annotations was a surprise. In this work, we did not evaluate the correctness of text-mined functional annotations. Therefore, the performance of the text-mined functional annotation features is the only indication of how well the actual Gene Ontology concept recognition worked. Based on the fact that they performed higher than the manually curated Gene Ontology concepts, it appears that the performance of the ConceptMapper approach was at minimum good enough for this task.

In this paper we identified a set of functions enriched in known pharmacogenes. This list could be used to rank genes predicted by our classifier, but also has usefulness beyond the work presented here. The list could prove useful in literature-based discovery by providing linkages to identify gene-drug or gene-disease relationships from disparate literature sources.

We also present a classifier that is able to predict pharmacogenes at a genome wide scale (F=0.86, AUC=0.860). The top 10 hypothesized pharmacogenes predicted by our classifier are presented; 50% contain allelic variations in OMIM and 90% were previously predicted but remain unannotated in PhamGKB. Additionally, using other sources at least the top three genes predicted are known to bind a drug or to be associated with a disease. Other methods attempting similar problems, utilize sequence based features and genomic networks; only a few incorporate literature features. Our method, on the other hand, uses mainly features mined from the biomedical literature along with functional annotations from databases. Because our method offers comparable performance to others utilizing sequence and network based features, this work illustrates the importance of incorporating curated databases with information available in the biomedical literature for biomedical discovery.
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Mass spectrometry based proteomics technologies have allowed for a great progress in identifying disease biomarkers for clinical diagnosis and prognosis. However, they face acute challenges from a data reproducibility standpoint, in that no two independent studies have been found to produce the same proteomic patterns. Such reproducibility issues cause the identified biomarker patterns to lose repeatability and prevent real clinical usage. In this work, we propose a profile biomarker approach to overcome this problem from a machine-learning viewpoint by developing a novel derivative component analysis (DCA). As an implicit feature selection algorithm, derivative component analysis enables the separation of true signals from red herrings by capturing subtle data behaviors and removing system noises from a proteomic profile. We further demonstrate its advantages in disease diagnosis by viewing input data as a profile biomarker. The results from our profile biomarker diagnosis suggest an effective solution to overcoming proteomics data’s reproducibility problem, present an alternative method for biomarker discovery in proteomics, and provide a good candidate for clinical proteomic diagnosis.

1. Introduction

With the recent surge in proteomics, large volumes of mass spectral serum/plasma/urine proteomic data are available to conduct molecular diagnosis in complex diseases. As a promising way to revolutionize medicine, mass spectral proteomics demonstrates a great potential in identifying novel biomarker patterns from a proteome for diagnosis, prognosis, and other diverse clinical needs [1,2]. However, robust clinical diagnosis from mass spectral data remains an acute challenge in translational bioinformatics due to the special characteristics of proteomics data.

First, mass spectral proteomics data are high-dimensional data that can be represented as a matrix $X \in \mathbb{R}^{n \times p}$ after preprocessing, where each row represents protein expression at a mass-to-charge ($m/z$) ratio of peptides or proteins, usually called a feature from a machine learning perspective, and each column represents protein expression from a sample (observation) (e.g., a control or cancer subject) across all $m/z$ ratios in an experiment. The number of rows is much greater than the number of columns, $p \ll n$, that is, #variables (peptides/proteins) is much greater than #samples. Usually $n \sim O(10^4)$ and $p \sim O(10^2)$. While there are a large amount of $m/z$ ratios (peptides or proteins), only a few number of variables (e.g., peaks) have meaningful contribution to data variations and disease diagnosis. Moreover, they are not noise-free data because preprocessing and normalization methods themselves cannot remove built-in system noise from mass spectrometry technology itself. In fact, it remains a challenge to separate true signals in a mass spectral profile from red herrings though different endeavors from machine learning.

Second, mass spectral proteomics data usually suffer from data reproducibility problems, which mean that no two independent studies have been found to produce same proteomic patterns [2,3]. As such, corresponding biomarker patterns identified, which consists a small set of meaningful peaks, from these data may lose repeatability due to the poor reproducibility and
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difficulty in validating biomarker patterns identified from multiple data sources. In fact, there are almost no reproducible biomarker patterns reported for mass spectral proteomic data in the literature [2]. Although several methods are proposed to mitigate this problem from a quantification perspective [2,3], there is no method to tackle this problem from a machine learning viewpoint as of yet.

The non-reproducibility of proteomic source data and their biomarker patterns, which are usually obtained by peak-selection methods using different machine learning algorithms, is mainly due to mass spectrometry technology’s exquisite sensitivity to any subtle change in the proteome caused by biological or technical factors [3]. In other words, tiny changes in the proteome may lead to a set of completely different mass spectral peak patterns. Thus, a desirable diagnosis from identified protein or peptide biomarkers may not be reusable for other “same data” generated using the identical patient and control samples under the same profiling technologies and protocols.

In this work, we propose a de novo profile biomarker approach to achieve clinical level diagnosis. Unlike traditional biomarker discoveries that collect a few meaningful peaks, our profile biomarker approach views input data as a “whole biomarker” by proposing a novel derivative component analysis (DCA), which evolves from our previous work [4-6], and combing it with state-of-the-art classifiers. It is noted that a profile biomarker has the same dimension as the input data but with less variance and storage. In our approach, we aim at the reproducibility of diagnosis performance instead of looking for specific peptides or proteins, i.e., we believe a profile biomarker would be more robust than traditional biomarkers, provided it could achieve clinical level diagnoses for different proteomic data. That is, the motivation of this study is to solve the data reproducibility problem in proteomics by developing a novel profile biomarker diagnosis.

Our profile biomarker approach relies on a novel feature selection algorithm: derivative component analysis (DCA) as proposed in this work. Traditional feature selection algorithms (e.g., t-test) are usually characterized by the explicit feature number decrease or dimension reduction of the input data. It is noted that a feature refers to a row of protein/peptide expression of all samples at an m/z ratio. However, as an implicit feature selection algorithm, DCA conducts feature selection implicitly, i.e., there is no feature number decrease after DCA. More importantly, DCA enables the retrieval of the true signals from input proteomic data by removing redundant information and built-in noises, which provide a robust information support for our profile-biomarker diagnosis. Considering similar diagnosis mechanisms for proteomic profiles, we use benchmark serum proteomic data to demonstrate our profile biomarker diagnosis in this study.

The paper is organized as follows. Section 2 discusses essential components in profile biomarker discovery and proposes DCA in addition to addressing the weaknesses of the traditional feature selection methods. Section 3 investigates DCA-based profile biomarker diagnosis by integrating it with state-of-the-art classifiers. We further demonstrate our approach’s superiority by comparing it with other state-of-the-arts, besides addressing DCA-induced biomarker discovery. Finally we discuss the pros and cons of our profile biomarker diagnosis and conclude our paper.

2. Derivative Component Analysis (DCA)

Before we proceed, we need to answer the question: ‘what essential components are needed to make a profile biomarker successful in proteomics?’ We believe that essential components for a profile biomarker approach may rely on whether we can separate true signals from red herrings for
each proteomic profile. Traditional feature selection methods usually fail to capture true signals from mass spectral proteomic data set because of their built-in weaknesses. Although various feature selection methods are employed in proteomics to glean informative features for the sake of diagnosis [7], there is no study to address their weaknesses systematically.

We categorize feature selection into input-space and subspace methods. The former seeks a feature subset \( X' \in \mathbb{R}^{m \times p} \), \( m \ll n \), in the same space \( \mathbb{R}^{n \times p} \) as input data \( X \) by conducting a hypothesis test (e.g., t-test), or wrapping a classifier to select features recursively; the latter conducts a dimension reduction by transforming data into a subspace \( S \) induced by a linear or nonlinear transformation \( f: X \rightarrow S \), where \( S = \text{span} \{s_1, s_2, \ldots, s_k\} \), \( s_k \in \mathbb{R}^k \), \( k \leq p \ll n \), and seeking meaningful linear combinations of the features. For example, the subspace \( S \) will be spanned by all principal components when the transformation is induced by principal component analysis (PCA) [8]. In fact, almost all PCA, ICA, PLS, and NMF and their extensions such as nonnegative principal component analysis (NPCA), sparse NMF, and other related methods fall into this category [4-6,9]. However, the two types of methods have the following built-in limitations.

The weakness of the input and subspace methods. The input-space methods usually assume input data are clean or nearly clean, and lack de-noising schemes. The clean data assumption appears to be inappropriate for proteomic profiles because they usually contain nonlinear noise from technical or biological artifacts (e.g., built-in noise generated from profiling systems). The noise would enter feature selection as outliers and cause those peaks with less biological meaning to be selected, leading to an inaccurate or even poor decision function in classification and affecting the disease diagnosis and generalization.

On the other hand, subspace methods have difficulties capturing subtle data characteristics, because the subspace methods transform data into another subspace in order to seek meaningful feature combinations and the original spatial coordinates are lost in the transformation, which makes it almost impossible to track the mapping relationships between features and the specific data characteristics they interpret or contribute to. It is noted that subtle data characteristics refer to latent data behaviors interpreting transient data changes in a short time interval.

In contrast, global data characteristics refer to the holistic data behaviors interpreting long-time interval data changes, which happen more often than subtle data behaviors. The global data characteristics are easily extracted by general subspace methods like PCA, because there are more features contributing to holistic data behaviors than those contributing to subtle data behaviors. Furthermore, since most subspace methods treat all features uniformly regardless of which types of data behaviors they interpret, global characteristics are more likely to be selected than subtle data characteristics, because the former’s features are more frequent than those of the latter in the feature domain.

As such, global data characteristics are usually over-extracted and subtle data characteristics may be totally missed or overshadowed after feature selection. The signals extracted from such feature selection are far from ‘true signals’ because the global data characteristics are over-expressed. The redundant global data characteristics would lead to a biased decision function for the following classifier (e.g., SVM) that favors the extracted global data characteristics, which may present a hurdle for clinical diagnosis, because the subtle characteristics are essential to achieve high-accuracy diagnosis for proteomics data, especially as different subtype tumor samples usually share similar or the same global data characteristics but different subtle data characteristics [5,6].

It is clear that the built-in weaknesses of the traditional feature selection methods prevent true
signal extraction and the possibility of profile biomarker diagnosis, because they lack de-noising
and subtle data characteristics retrieval schemes. We sketch the key reasons for these weaknesses
as follows before we present our derivative component analysis.

The reasons for traditional feature selection’s weaknesses. The following are the major
reasons why traditional feature selection methods are unable to extract subtle characteristics and
remove systems noise effectively. 1) These methods are single resolution data analysis methods
that view each feature as an indivisible information unit, which makes system noise removal
almost impossible; 2) They treat all features uniformly regardless of their frequencies in the
feature space, which makes subtle data characteristics extraction difficult due to lower frequencies
in the feature domain. Mathematically, retrieving subtle data characteristics, which are represented
by transient data behaviors, means to seek the derivative of the original data. However, this is
theoretically quite difficult to complete in a single resolution mode.

Derivative component analysis (DCA). We propose a novel feature selection algorithm:
derivative component analysis (DCA) to separate true signals from red herrings, that is, conduct
de-noising for system noise and retrieve subtle data characteristics in a multi-resolution data
analysis mode. As a multi-resolution feature selection algorithm, the proposed DCA no longer
views a feature as an indivisible information element. Instead, all features are hierarchically
decomposed into different components to discover data derivatives so as to capture the subtle data
characteristics and conduct de-noising. The proposed derivative component analysis (DCA)
mainly consists of the following three steps.

First, a discrete wavelet transform (DWT) [10] is applied to all features to decompose it
hierarchically as a set of detail coefficient matrices $cD_1, cD_2 \ldots cD_J$ and an approximation matrix
$CA_J$ under a transform level $J$. It is worthwhile to point out that we view each $m/z$ ratio as a
corresponding time point in our context for the convenience of the DWT [10]. Since the DWT is
calculated on a set of dyadic grid points hierarchically, the dimensionalities of the approximation
and detail coefficient matrices shrink dyadically level by level.

It is noted that the approximation matrix and coarse level detail coefficient matrices (e.g. $cD_J$)
capture global data characteristics, because they contain contributions from those features
contributing to data behaviors in ‘long-time windows’, and outlining the global tendency of the
data. Similarly, the fine level detail coefficient matrices (e.g., $cD_1, cD_2$) capture subtle data
characteristics, because they contain contributions from those features that disclose quick changes
in ‘short-time windows’, and describe data derivatives locally. In fact, these fine level detail
matrices are the components for reflecting the data derivatives in different short-time windows. As
such, they can be called ‘derivative components’ for the functionality in describing data behaviors.

Furthermore, most system noises are transformed in these derivative components due to its
heterogeneity with respect to the features contributing to the global tendency of data. Clearly, the
DWT in the first step separates the global characteristics, subtle data characteristics, and noises in
different resolutions.

Second, retrieve the most important subtle data characteristics and conduct de-noising by
reconstructing these fine level detail coefficient matrices before or at a presetting cutoff level $\tau$
(e.g., $\tau=3$). Such a construction is summarized in two steps: 1) Conduct principal component
analysis (PCA) for the detail matrices $cD_1, cD_2 \ldots cD_J$. 2) Reconstruct each detail coefficient matrix
by using its first $m$ principal components, in each principal component (PC) matrix. Usually, $m = 1$, i.e., we employ the first PC to reconstruct each detail coefficient matrix, which means we only
retrieve the most important subtle data characteristics in the detail coefficient matrix.
reconstruction. In fact, the first PC based reconstruction also achieves de-noising by suppressing the noises' contribution in the detail coefficient matrix reconstruction because the noises are usually least likely to appear in the 1st PC.

On the other hand, those coarse level detail coefficient matrices after the cutoff $\tau$: $cD_{\tau+1}, cD_{\tau+2} \cdots cD_J$ and approximation coefficient matrix $cA_J$ are kept intact to retrieve global data characteristics. In fact, the parameter $m$ can be also determined by using a variability explanation ratio $\rho_m$ defined as follows, such that it is greater than a threshold $\rho$ (e.g., $\rho = 60\%$), which is the variability explanation ratio interpreted by the first principal components of the detail coefficient matrices before or at the cutoff.

**Variability explanation ratio.** Given a data set with $n$ variables and $p$ observations, usually, $p < n$, the variability explanation ratio is the ratio $\rho_m = \frac{\sum \sigma_j / \sum \sigma_i}$ between the variance explained by the first $m$ PCs and the total variances, where $\sigma_j$ is the variance explained by the $j^{th}$ PC, which is the $j^{th}$ eigenvalue of the covariance matrix of the input proteomic data.

Such a selective reconstruction process extracts the most important subtle data characteristics and achieves de-noising by suppressing the noises' contribution to the fine detail coefficient matrix reconstruction. This is because only the 1st PC or few top PCs are employed to reconstruct each targeted fine level coefficient matrix $cD_j$ and the other less important and noise-contained principal components are dropped in reconstruction.

Third, conduct the corresponding inverse DWT by using the current detail and approximation coefficient matrices to obtain meta-data $X_\tau$, which is a de-noised data set with subtle data characteristics extraction, because of the highlight of the most significant subtle data behaviors in the "derivative components" based reconstructions. The meta-data are just 'true signals' separated from red herrings that share the same dimensionality with the original data but with less memory storage because less important PCs are dropped in our reconstruction.

It is noted that, unlike traditional feature selection methods, DCA is an implicit feature selection method, where useful characteristics are selected implicitly without an obvious variable removal or dimension reduction. Algorithm 1 gives the details about DCA as follows, where we use $X^T$ instead of $X$ for the convenience of description, i.e., each row is a sample and each column is a feature.

**Algorithm 1 Derivative Component Analysis (DCA)**

1. **Input:** $X^T = [x_1, x_2, \ldots, x_n], \ x_i \in \mathbb{R}^p$, DWT level $J$, cutoff $\tau$; wavelet $\psi$, threshold $\rho$.
2. **Output:** Meta-data $X^\tau$.
3. **Step 1.** Column-wise discrete wavelet transforms (DWT)
4. Conduct J-level DWT with wavelet $\psi$ for each column of $X^T$ to obtain
5. $\{cD_1, cD_2, \ldots, cD_J, cA_J\}, cD_j \in \mathbb{R}^{p \times n}, cA_j \in \mathbb{R}^{p \times n}$, and $p_j = \left\lfloor p/2^j \right\rfloor, j = 1, 2, \ldots, J$.
6. **Step 2.** Subtle data characteristics extraction and de-noising
7. for $j = 1$ to $J$
8. if $j \leq \tau$
9. a) Do principal component analysis for each detail matrix $cD_j$ to obtain its PC and score matrix
10. $U = [u_1, u_2, \ldots, u_m], \ u_i \in \mathbb{R}^p$ and $S = [s_1, s_2, \ldots, s_m], \ s_i \in \mathbb{R}^p, i = 1, 2, \ldots, p_j$
11. b) Reconstruct matrix $cD_j$ by employing first $m$ principal components $u_1, u_2, \ldots, u_m$, s.t. $\rho_m \geq \rho$
12. $cD_j \leftarrow cD_j \times (I \times I^T) / p_j + \sum_{i=1}^{m} u_i \times s_i^T, \ I = (1, 1, \ldots, 1)^T \in \mathbb{R}^p$. 
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end if
end for
Step 3. Approximate the original data by the inverse discrete wavelet transform
$X^f \leftarrow \text{inverseDWT}([c_{D1}, c_{D2}, \ldots, c_{D_J}; c_{A_J}])$ with the wavelet $\psi$

Although an optimal DWT level can be obtained theoretically according to the maximum entropy principle [11], it is reasonable to adaptively select the DWT level $J$ according to the ‘nature’ of input data, where large #samples corresponds to a relatively large $J$ value, for the convenience of computation. As such, we select the DWT level as $4 \leq J \leq \lceil \log_2 p \rceil$ considering the magnitude level of the samples number $p$ in proteomics data to avoid too large or too small transform levels. Correspondingly, we empirically set the cutoff as $1 < \tau \leq J/2$ to separate the fine and coarse level detail coefficient matrices for good performance.

Furthermore, we require the wavelet $\psi$ in the DWT orthogonal and have compact supports such as Daubechies wavelets (e.g., ‘db8’), for the sake of subtle data behavior capturing. Interestingly, we have found that the first PC of each fine level detail coefficient matrix usually has a quite high variability explanation ratio (e.g., >60%) for each fine level detail coefficient matrix $c_{D_j}$ ($1 \leq j \leq \tau$). Thus, we relax the variability explanation ratio threshold by only using the first PC to reconstruct each $c_{D_j}$ matrix in order to catch subtle data characteristics along the maximum variance direction. In fact, we have found that using more PCs in the fine level detail coefficient matrix reconstruction does not demonstrate advantages in subtle data characteristics extraction and de-noising than using the first PC.

Fig 1. The true signals of 10 cancer and control samples across 16331 $m/z$ of the Colorectal data by DCA

Figure 1 shows the true signals (meta-data) of the 10 cancer and control samples, which are randomly selected from Colorectal data [12] with total 48 controls and 64 cancer samples across 16331 $m/z$ ratios, extracted by our DCA under the cutoff $\tau=2$, transform-level $J=7$, and wavelet ‘db8’. Interestingly, the each type of samples in the extracted true signals appear to be smoother and more proximal to each other besides demonstrating less variations, because of the major subtle data characteristics extraction and system noise removal.

Such a case is demonstrated more clearly by Figure 2, where the 10 cancer and control samples and their true signals are highlighted between 1400 Da and 1500 Da. It is quite clear to observe that the same type samples are closer to each other spatially, and some small spikes are removed as the built-in noises in true signals. Obviously, from a classification viewpoint, these
true signals will contribute to high accuracy diagnoses than the original proteomic data, because the built-in noises and redundant global data characteristics would have a much lower chance to get involved in classification due to derivative component analysis. Instead, subtle data characteristics would have a greater chance of participating in the decision rule inference.

Fig 2. The true signals of 10 cancer and control samples of the Colorectal data between 1400-1500 Da.

Fig 3. Random five features in Colorectal data and its meta-data across 112 samples (64 cancers + 48 controls).

Similarly, Figure 3 shows the meta-data of randomly picked five features from Colorectal data under the same parametric setting for DCA. Interestingly, the meta-data (meta-features) are smoother and have values in a smaller range than the original features for its subtle data characteristics extraction and de-noising. The meta-features are actually more distinguishable than their original features, which reflect the true expression level of the peptides/proteins at the m/z ratios better. In other words, DCA provides a ‘zoom’ mechanism to capture the original data’s subtle behaviors that are usually latent in general machine-learning methods.

Profile Biomarker Diagnosis with DCA

Since DCA can separate true signals from red herrings by extracting subtle data characteristics and removing built-in noises, it is natural to combine DCA with start-of-the-art classifiers to conduct profile biomarker diagnosis, where input proteomics data are viewed as a profile biomarker. We chose support vector machines (SVM) for its efficiency and advantages in handling large-scale data, popularity in proteomics diagnosis and biomarker discovery [13]. As such, we propose novel derivative component analysis-based support vector machines (DCA-
SVM) in order to attain a profile biomarker disease diagnosis, which is actually equivalent to a binary or multi-class classification problem.

Given a binary type training samples \( X = [x_1, x_2, \ldots, x_n]^T \) and their labels \( \{c_i\}_{i=1}^{n} \), \( c_i \in \{-1, 1\} \), its corresponding meta-data \( Y = [y_1, y_2, \ldots, y_n]^T \) are computed by using DCA. Then, a maximum-margin hyperplane \( \omega^T y + b = 0 \) in \( \mathbb{R} \) is constructed to separate the ’+1’ (‘cancer’) and ’-1’ (‘control’) types of the samples in the meta-data \( Y \), where \( w \) and \( b \) are the normal and offset vector of the hyperplane respectively. The hyperplane construction is equivalent to solving the following quadratic programming problem (standard SVM, i.e., C-SVM):

\[
\begin{align*}
\min_{w,b,\xi} & \quad \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{p} \xi_i \\
\text{s.t.} & \quad c_i (w^T y_i + b) \geq 1 - \xi_i, i = 1, 2, \ldots, p \\
& \quad \xi_i \geq 0
\end{align*}
\]

(1)

The C-SVM can be solved by seeking the solutions to the variables \( \alpha_i \) of a corresponding Lagrangian dual problem to get a decision function \( f(x') = \text{sign} \left( \sum_{i=1}^{p} \alpha_i c_i k(y_i, y') + b \right) \) to determine the class type of a testing sample \( x' \), where \( y' \) and \( y_i \) are corresponding meta-samples computed from DCA for samples \( x' \) and \( x_i \). The kernel function \( k(y_i, y') \) maps \( y_i \) and \( y' \) into a same-dimensional or high-dimensional feature space. In this work, we employ the ‘linear’ kernel for its simplicity and efficiency. Our multiclass DCA-SVM algorithm employs the ‘one-against-one’ to conduct multiclass phenotype diagnosis for its proved advantage over the ‘one-against-all’ and ‘directed acyclic SVM’ methods [14].

It is worthwhile to point out that our DCA-SVM has a different feature space due to true signal extraction from DCA. The standard SVM’s feature-space usually contains noises from input proteomic data, and misses subtle data characteristics. Alternatively, the DCA-SVM ’s feature space contains ‘de-noised’ true signals with subtle data characteristics, which avoids the global data characteristics favored decision rule because subtle data characteristics are also invited in SVM hyperplane construction besides the global data characteristics. As such, the DCA-SVM can efficiently detect those samples with similar global characteristics but different subtle characteristics in disease diagnosis than the standard SVM.

3. Results

We demonstrate our profile biomarker diagnosis’ superiority by using five benchmark serum proteomic data sets, which include Cirrhosis, Colorectal, HCC, Ovarian-qaqc and ToxPath data [12,15-17,19]. The benchmark data used in our experiments are heterogeneous data generated from different experiments via different profiling technologies such as MALDI-TOF and SELDI-TOF, and preprocessed by different methods. Table 1 describes the details of the five data sets.

We compare the proposed DCA-SVM based profile-biomarker diagnosis with the following state-of-the-arts in this work. They include a partial least square (PLS) based linear logistic discriminant analysis (PLS-LLD) [18,20], standard SVM [13], a SVM combining with principal component analysis: PCA-SVM [5], and a SVM with input-space feature selection: \( fs \)-SVM, which employs t-test and Anonol (one-way ANOVA) to conduct feature selection for binary and multi-class data respectively. For each data, \( fs \)-SVM collects a meaningful feature set including all
features with \( p\text{-values} < 0.05 \) using \( t\text{-test} \) or \( Anova1 \) for phenotype diagnosis.

We employ the ‘linear’ kernel \( k(x,y) = (x \cdot y) \) in all SVM-related classifiers for its efficiency in omics data classification, rather than nonlinear kernels (e.g., Gaussian kernels), which usually lead to overfitting in diagnosis [4-6]. To avoid potential biases from presetting training/test data partition on diagnosis, we employ the k-fold (\( k=5 \)) cross-validation to evaluate the five classifiers’ performances for all data sets. In addition to choosing the first ten PLS components in the PLS-LLD classifier, we uniformly set the DWT level \( J = 7 \) under ‘\( db8 \)’, cutoff \( \tau = 2 \); and apply the first PC-based detail coefficient matrix reconstruction in DCA to retrieve true signals for all proteomic data sets.

Before demonstrating our profile biomarker approach’s advantages, we introduce several key diagnosis performance measures, namely, diagnostic accuracy, sensitivity, specificity and positive predication ratios, as follows. The diagnostic accuracy is the ratio of the correctly classified test samples over total test samples. The sensitivity, specificity, and positive predication ratio are defined as the ratios: \( \frac{TP}{TP+FN} \), \( \frac{TN}{TN+FP} \), and \( \frac{TP}{FP+TP} \) respectively, where \( TP(TN) \) is the number of positive (negative) targets (a positive (negative) target is a proteomic sample with ‘+1’ (‘-1’) label) correctly diagnosed and \( FP (FN) \) is the number of negative (positive) targets incorrectly diagnosed.
diagnosed by the classifier.

Figure 4 demonstrates rivaling clinical level performance from our profile biomarker diagnosis (DCA-SVM) by comparison with the other classifiers in average diagnosis accuracies and its standard deviations. It seems that our profile biomarker diagnosis achieves performance nearly clinical level and demonstrate strongly leading advantages over its peers in a stable manner. Alternatively, those comparison classifiers seem to show quite large level oscillations that may indicate they lack stability and good generalization capacities across different data sets, which exclude themselves as candidates for clinical proteomics diagnosis.

For example, our profile biomarker diagnosis achieves 99.52% (sensitivity 100%, specificity 99.17%), 100% (sensitivity 100%, specificity 100%), and 99.44% (sensitivity 98.00%, specificity 100%) diagnostic accuracies on the Ovarian-qaqc, Colorectal and HCC data respectively. It further reaches 97.50%, 99.01% diagnostic accuracies for Toxpath and Cirrhosis data respectively. However, the standard SVM classifier can only achieve 75.80% and 88.06% diagnosis for the same data sets respectively. Although some input-space or subspace methods may sometimes boost diagnosis for binary-type data set, we have found that they are unable to increase the SVM classifier’s diagnosis and generation abilities significantly, especially for multiclass proteomic data. In fact, in contrast to the proposed profile biomarker diagnosis, all the comparison classifiers show high-level oscillations in diagnoses across different data sets. It is noteworthy that the high-level oscillations in diagnosis is further highlighted by corresponding large standard deviation values in diagnosis from those classifiers in Figure 4, where our DCA-SVM based profile biomarker diagnosis demonstrates its good stability and generalization for its smallest standard deviation values across all the data sets.

*Compare profile biomarker diagnosis with prior methods.* It is worthwhile to point out that our DCA-SVM based profile biomarker also demonstrates its superiority to its peers in terms of diagnostic accuracy, sensitivity, specificity and positive predication ratios. We further compare our profile biomarker diagnosis approach with the previous biomarker discovery diagnoses in the literature and have found that our method demonstrates good clinical level sensitivities in phenotype discriminations for different benchmark proteomic data. For example, Alexandrov et al.'s work only achieved 97.5% diagnosis accuracy with sensitivity 98.4% and specificity 95.8% for Colorecta data by using a complicated method [12]. However, our profile biomarker diagnosis achieves 100% diagnosis accuracy with sensitivity 100% and specificity 100%. For Ovarian-qaqc data, our approach achieves a 99.53% clinical-level diagnosis accuracy with sensitivity 98.95% and specificity 100%, which is better than the original diagnosis level obtained in [17] and all the other peers. For Cirrhosis data, Ressom et al. partitioned this three-class data into two binary data sets and proposed a novel hybrid ant colony optimization based support vector machines (ACO-SVM), where ACO was used for biomarker discovery, to achieve 94% and 100% specificity to distinguish hepatocellular carcinoma (HCC) from cirrhosis [16]. There was no result available to distinguish normal, HCC, and cirrhosis in a multiclass diagnostic way. However, our proposed approach has achieved 99.01% diagnosis accuracy for this multi-class data set.

Can DCA be used to conduct biomarker discovery by collecting meaningful peaks if we relax the reproducibility concern? The answer is ‘yes’ because derivative component analysis can identify meaningful protein or peptide peaks from true signals We simply apply *t*-test and *Anova* to identify the top-ranked features with the smallest *p*-values, i.e. we pick the three top-scored peaks as biomarkers for its statistical significance. Figure 5 illustrates the separation of four benchmark data sets with three top-ranked biomarkers (peaks). It is interesting to see that these
high-dimensional proteomic profiles can be separated almost completely with these biomarkers identified from true signals.

We can also obtain some meaningful biological depth by checking these biomarkers. For example, the SW plot in Figure 5 shows the separation of 176 controls and 181 cancers in the HCC data, by the top-ranked biomarkers (peaks) at 2534.2, 2584.3, and 6486.2 m/z ratios, where each dot represents a sample (a patient with HCC or a healthy subject). It is also interesting to see that two biomarkers are from downstream m/z ratios, which were believed to be more sensitive to detect phenotype information than those from upstream m/z ratios [16,19]. Moreover, The separation can provide meaningful biological insight for pathological disease states. For example, we select three top-ranked biomarkers at 1668.99, 5907.73, 5907.13 m/z ratios for the Cirrhosis dataset, which is a three-class high-resolution MALDI-TOF proteomic profile with 23846 features. The phenotype separations provided by the three biomarkers give very meaningful biological insights, i.e., the SE plot in Figure 5 shows the three clearly independent clusters, where Cirrhosis cluster with 51 samples (blue) have closer spatial distances to the HCC cluster 78 samples (red) than the normal cluster with 72 samples (yellow). Such spatial distances demonstrated by our biomarkers are actually consistent to their pathological distances: Cirrhosis is the middle stage to hepatocellular carcinoma (HCC) for a healthy subject.

Fig 5 Separating disease phenotypes of four data sets by only using their three biomarkers with the smallest p-values.

4. Conclusions and Discussion

In this study, we propose a profile biomarker diagnosis approach to overcome the data reproducibility issue in proteomics data and demonstrate its clinical level performances across different data. The profile biomarker diagnosis is based on the novel implicit feature selection algorithm: derivative component analysis and derivative component analysis based support vector machines proposed in this study. As an implicit feature selection algorithm, DCA is able to separate true signals from red herrings by extracting subtle data characteristics and removing system noise via calculating a same dimensional meta-data for input proteomic data. It is noted that the complexity of DCA is higher than that of PCA, because DCA calls the classic PCA in several fine level detail coefficient matrix reconstruction, in addition to the DWT and inverse
DWT. However, DCA demonstrates a promising way to overcome the data reproducibility issue in proteomics because the high-accuracy diagnosis results seem to be reproducible themselves for different data sets under our approach. In other words, our profile biomarker diagnosis presents itself as an ideal candidate to achieve clinical diagnosis in clinical proteomics. Furthermore, our work suggests a key issue in proteomic disease diagnosis, that is, subtle data characteristics gleaning and de-noising can be more important in proteomics data feature selection and following phenotype discrimination than dimension reduction. Moreover, the proposed derivative component analysis provides an alternative feature selection by implicitly extracting useful data characteristics while maintaining the data’s original dimensionality.

Although we are quite optimistic to see that our profile biomarker diagnosis will be a potential candidate to achieve a clinical disease diagnosis in proteomics by conquering the reproducibility problem, rigorous proteomics clinical tests are needed urgently to explore such a potential and validate its clinical effectiveness. In our ongoing work, we are working with pathologists to investigate extending the profile biomarker diagnosis approach to TCGA and RNA-Seq data besides protein expression array analysis.
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The creation of biological pathway knowledge bases is largely driven by manual effort to curate based on evidences from the scientific literature. It is highly challenging for the curators to keep up with the literature. Text mining applications have been developed in the last decade to assist human curators to speed up the curation pace where majority of them aim to identify the most relevant papers for curation with little attempt to directly extract the pathway information from text. In this paper, we describe a rule-based literature mining system to extract pathway information from text. We evaluated the system using curated pharmacokinetic (PK) and pharmacodynamic (PD) pathways in PharmGKB. The system achieved an F-measure of 63.11% and 34.99% for entity extraction and event extraction respectively against all PubMed abstracts cited in PharmGKB. It may be possible to improve the system performance by incorporating using statistical machine learning approaches. This study also helped us gain insights into the barriers towards automated event extraction from text for pathway curation.

1 Introduction

Genome-wide high throughput studies have led to an increased emphasis on understanding the biological interactions at the systems level rather than the individual molecular interactions. Biological pathway knowledge bases provide systems level interaction information, and are constructed by manual curation of the scientific literature. Due to extensive manual effort required, there is a significant delay in capturing the information in knowledge bases after the publication of scientific literature. Baumgartner et al 2007 (1) suggests that manual curation of biological databases is beyond human life span without significant assistance from text mining. Increase in the volumes of biomedical literature has witnessed simultaneous improvements in the ability to apply natural language processing (NLP) methods to full text articles and entire PubMed collection (2-4).

Despite a decade of research in biomedical text mining the effort to semi-automate the curation workflow of various biological databases and pathway databases in particular is still evasive (5). Some of the earlier systems targeted the acquisition of protein networks (binary relations) from literature are simply based on co-occurrence such as iHOP (6), Chillibot (7), or grammar-based rules such as Pathway Studio (8) and GeneWays (9). While extraction of such networks is useful, the networks cannot be easily mapped to pathways, which model information flow in biological cascades.

While most of the systems mentioned above extract binary relations there has been significant improvement in the state of the art by progressing the extraction from simple binary interactions to complex events, which form building blocks of a pathway. In the recent past the efforts to achieve automated biomedical text mining have been catalyzed by a series of BioCreative (10, 11) and BioNLP shared tasks (5, 12, 13). These competitions saw the emergence of systems (2, 3, 14, 15) that extract complex events where simple events are part of other events using both machine
learning and rule-based approaches. PathText (16) proposed an integrated approach to ease the manual effort involved in pathway curation task but still requires lot of manual effort. The most recent BioNLP shared task 2013 (5) organized a task dedicated to pathway curation. Only two systems, TEES (3) and NacTeM (17) participated in this task, which reported an F-measure of 52.84% and 51.10% respectively on the task. Schmidt et al 2012 (18) also explored text mining assisted pathway curation in a limited context of a specific pathway involving kinases.

While the recent studies indicate a step forward in the direction of pathway curation, they do not completely address all the issues necessary for pathway curation. We are not aware of any study that evaluates a text mining system for extracting biological pathways that uses a manually curated pathway database as the gold standard.

In this study we describe an event extraction that uses pattern templates (covering nearly 450 verbs describing biological events) to extract arguments and assign semantic roles for events described within a single sentence. In addition the system uses linguistic rules to connect information across sentences, which is a major distinguishing feature of the system from rest of the systems described above. Finally we investigate an important problem of great significance, the role our text mining system can play in assisting pathway curation through extraction of events and identify the challenges to our text mining system in extracting the event annotations in PharmGKB (19) pathway database.

2 Methods

Figure 1 shows the overall system architecture and the individual components of our text mining system.

2.1 Pre-processing and Named entity recognition

The pipeline starts with tokenization and sentence detection for a given document. The sentences are then assigned part of speech using Brill Tagger (20) trained on GENIA corpus (21). POS tagging is augmented by post-processing error correction rules. This is followed by shallow parsing using fnTBL chunker (22) trained on GENIA corpus (21). The shallow parsing is supplemented with detection of additional syntactic constructions related to noun phrases, which include co-ordination, appositives and verb groups.

The next component is named entity recognition (NER) component consisting of manually developed rules as outlined by Narayanaswamy et al 2003 (23) and dictionaries of words and morphological features like prefixes, suffixes and infixes for biomedical entities. The NER component classifies entities into 8 major categories namely Protein/Gene, protein sites, chemicals, drugs, organism, bodypart (include organ, tissue, cells and sub-cellular location), disease, quantitative parameter (e.g. conductance, voltage, binding constant, dissociation constant, IC50) and values (e.g. 20 nM, 30 pS, 10 ms). Based on the NER results we corrected the errors in POS tagging and shallow parsing module by having a feedback loop in order to improve the performance of event extraction.
2.2 Event extraction

The event extraction module consists of two major sub components 1) detection of events within a clause or sentence based on pattern templates and 2) connecting events across sentences through discourse analysis.

2.2.1 Argument extraction based on verb frames

The system consists of rules for different classes of verbs or its nominal forms that extract and assign thematic roles to its arguments based on verb category and the semantic type of the arguments. The patterns for each verb were developed using a corpus of 300 abstracts related to electrophysiology sub-domain describing events about ion channel physiology. Currently there are 9 major classes and 50 sub-classes of verbs. The patterns consider the verbal forms such as activate, inhibit, transport and nominal forms such as activation and phosphorylation. These verb/nominal forms are marked as potential triggers and there are 450 such triggers identified across all categories. Table 1 lists the major category of event classes and the corresponding verbs for defining frames for argument extraction. Some example patterns are included below with example sentences can be found in Figure 2.

**Pattern 1:** \(<\text{Agent}\> \ (\text{PRP NP})^* \text{REGULATE}_\text{VERB} \ <\text{Theme}\> \ (\text{PRP NP})^*

This template matches a clause with a verb and extends the clause on either side of the verb as long as each of the base noun phrases that it crosses is headed only by a preposition (shown in Figure 2A). Regulatory verbs (both positive, negative and neutral) such as “increased”, “stimulated”, “blocked”, and “prevented”, “regulated” have the above argument structure and are matched by this pattern.

**Pattern 2:** \(<\text{Nominal form NP}> \text{of} <\text{THEME}> \text{by} <\text{AGENT}>\)

This pattern matches the sentence and extracts arguments (shown in Figure 2B). A similar pattern handles passive forms of the verb as shown in Figure 2C.

**Pattern 3:** \(<\text{AGENT}>, [\text{Nominal form NP}] \text{of} <\text{THEME}>\)

Pattern 3 handles nominal forms within appositive expressions like in “\text{Gd3+}, an inhibitor of the flow-induced Ca2+ increase”, prevented the hyperpolarization” and extracts the arguments (“\text{Gd3+}” as agent and “flow-induced Ca2+ increase” as theme) for the trigger “inhibitor”. 
2.2.2 Connecting events across clausal boundaries

We explored a few linguistic motivated approaches to connect or transfer arguments across clausal boundaries. Our strategy involve three steps: 1) fill empty semantic slots by transferring the arguments across events, 2) merge relevant frames and write parser to connect discourses, 3) resolve anaphoric expressions to find the right antecedent for both entities and events. Figure 2 shows the examples for frame based argument extraction output using BRAT annotation tool.

Table 1. Verb categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Example verbs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversion</td>
<td>Phosphorylation, methylation, de-phosphorylation etc. and other PTMs</td>
</tr>
<tr>
<td>Localization</td>
<td>Transport, trans-located, movement</td>
</tr>
<tr>
<td>Gene expression</td>
<td>Expression, transcription, translation</td>
</tr>
<tr>
<td>Degradation</td>
<td>Degradation</td>
</tr>
<tr>
<td>Binding</td>
<td>Bind, binding, complex formation</td>
</tr>
<tr>
<td>Dissociation</td>
<td>Dissociate, bond break</td>
</tr>
<tr>
<td><strong>Regulation</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>Activation, induce, trigger</td>
</tr>
<tr>
<td>Negative</td>
<td>Inhibition, inactivation</td>
</tr>
<tr>
<td>Neutral</td>
<td>Modulate, regulate</td>
</tr>
</tbody>
</table>

Filling empty slots by transferring arguments across events - Quite often, syntactic arguments of verbs or its nominalized form, either the subject/object will be empty. Such situations demand mechanisms to fill the empty arguments by linking the current frame with another. Consider the example sentence shown in Figure 2D. While “ZD7288” and “CsCl” and “latencies” are extracted as the cause and theme respectively for the verb “increased”, the “properties of both open states” is extracted as the theme of the verb “decreased”. Our rule to allow transfer of arguments (either Cause or Theme) if the verbs are in co-ordination and belong to the same category (“Regulation” in this case) enable easy identification of “ZD7288 and CsCl” as the agent for the verb “decreased”.

The above co-ordination rule can handle even more complex co-ordination structures beyond clausal boundaries as shown in example in Figure 2E. Here the co-ordination between the verbs “did not affect” and “did increase” is identified, which triggers the argument transfer rule to help identify “8Br-cAMP” as the cause of the verb “increase”.

Linking sequential events by merging frames - We also link sequential events as conveyed in the text by merging the frames and connecting discourses. Consider the sentence shown in Figure 2F. From that sentence our verb frame based extraction module extracts the following outputs: EVENT1: effects (NO; I (Na)), and EVENT3: inhibition (UNK, both cGMP and cAMP pathways) for the events “effects” and “inhibition” respectively. If we carefully notice on either side of the verb “blocked” we have the nominal form of verb followed by a prepositional phrase. In such cases we connect both the events as EVENT2: (Event3, Event1).

We also have rules to extract lexical chains by handling discourse connectives such as “thereby”, via whereas etc., which are often used to connect two events in the text.
**E1:** Increased (Cause: S-1-P, Theme: threshold current for excitation and decreased the time constant of the sub-threshold electronic potentials).

**E2:** Decreased (Cause: S-1-P, Theme: time constant, Theme PP: sub-threshold electronic potentials).

A) Stimulation (Cause: extracellular Gd(3+), Theme: transepithelial Na(+) current).


C) As expected, ZD7288 and CsCl increased latencies and decreased the properties of both open states.

D) Application of 8Br-cAMP (10 microM) did not affect conductance (9.4 pS), but did increase P(o) and short and long open times.

E) Furthermore, the effects of NO on i(Na) can only be blocked by inhibition of both cGMP and cAMP pathways.

F) Figure 2. Examples of verb frame based argument extraction. A) Active forms, B) Nominal forms, C) Passive forms, D) Filling empty arguments through verb co-ordination, E) Filling empty arguments beyond clausal boundaries, and F) Linking events through merging verb frames. +Regulation/+Reg: positive regulation; -Regulation/-Reg: Negative regulation.

**Anaphora resolution** - We also have a simple anaphora resolution module to resolve both anaphoric entities and events. Our approach to anaphora resolution for entities is linguistic rules described in Kennedy and Boguraev 1996 (24). For demonstrative NPs such as “this kinase”, “these transcription factors” we consider features such as semantic type of the NPs, the distance
between the antecedent and the candidate anaphora and number (singular or plural form of NP) while deciding the right antecedent. For the anaphoric phrase “both sites” in the following snippet “Dephosphorylated hsp 90 is phosphorylated at both sites by casein kinase II …”, the candidate antecedents that our method would consider are those phrases which refer to two objects of the type dictated by the head word “site” (protein sites). We look for antecedent phrases which are of the semantic type “protein sites”. In this case, the rule correctly identified the anaphor “serine 231 and serine 263” which appeared in a preceding sentence, “For the alpha protein, these sites correspond to serine 231 and serine 263.” Anaphora resolution play critical role in recovering the actual arguments as shown in the following example.

Besides resolving anaphors at the entity level we also have rules to resolve event anaphora. Our strategy to resolve event anaphora is based on the identity of the verbs if they have the same root form post- lemmatization. For example, consider the following sentence, “This modulation may contribute to the migratory effect of MIP1-alpha on microglia”. The system extracted two outputs for the trigger “contribute” and “effect” as given below: Event1: contribute (this modulation, the migratory effect of MIP1-alpha on microglia); Event2: effect (MIP1-alpha, microglia). In the first event (Event1) the phrase “this modulation” is resolved to as referring to the modulation event, described in the prior sentence, “Thus, microglia in hippocampi from epileptic patients expresses high-conductance Ca2+-dependent K+ channels that are modulated by the chemokine MIP1-alpha”. For the event "modulated” the system extracted the following output: “Event3: modulated (the chemokine MIP1-alpha, high-conductance Ca2+-dependent K+ channels). After anaphora resolution the system finally gets the consolidated output as Event1: (Event3, Event2).

3 Experiments

3.1 Data set

We evaluated the performance of the system by extracting events from PubMed abstracts cited as literature evidence in PharmGKB, and comparing the system output with the manual annotations in the PharmGKB (19). PharmGKB pathway is a rich resource, which catalogs both the pharmacodynamics and pharmacokinetics pathways involving the interplay between the drugs, metabolites and genes through manual curation along with the citation to primary literature evidence namely the PubMed (25). PharmGKB pathway resource’s latest version (As on July 1st 2013) contains 99 pathways with citations to primary literature. Besides these it also contains other pathways assembled from other resources such as Reactome(26). In addition to events we evaluated the system for identifying all the participating molecules (genes/chemicals) involved in the pathways. We reported the performance as precision, recall and F-measure. For each event in a pathway we compared the individual fields (see Table3) namely From, To, and ControlledBy against the manual annotations. True positives were required to match all the four fields. For the manual evaluation we considered additional criteria during evaluation. By ignoring the gene
normalization we considered the extraction to be correct if the biology intuition tells that the identified gene mentioned in the text is synonymous to the one in the PharmGKB.

### 3.2 Post-processing the system output to compare against PharmGKB annotation

For the current study we retrieved all the PubMed IDs (1,036) cited as literature evidence in the 99 PharmGKB pathways and retrieved them from PubMed through Entrez batch search (27). We formatted our system’s output to generate the annotations in the same format as that of PharmGKB event annotation. In order to further align our gene mentions with the PharmGKB annotation, we normalized the textual mentions of gene/protein to Gene symbols using GeNO (28). We remapped the entity annotations produced by our system with that of GeNO by comparing the output span indices of the two systems. Even if there were overlap in the indices we aligned both the annotations and assigned the Gene symbols identified by GeNO to the corresponding entity mentioned in the text. We mapped the Agent/Cause of the verb extracted by our system to the “Controlled By” field in PharmGKB while the Theme identified by our system is mapped to “From” field. If the theme of the verb did not undergo any transformation in its molecular state through post-translational modifications, metabolism etc. then the same theme is assigned to the “To” field as well. For example consider the sentence (PMID: 11287982)

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Controlled By</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCR-ABL</td>
<td>BCR-ABL</td>
<td>imatinib</td>
<td>11287972;12755554;13679030;16122278</td>
</tr>
<tr>
<td>imatinib</td>
<td>CGP</td>
<td>CYP1A2;CYP2C19;CYP2C9;CYP2D6;CYP3A4;CYP3A5</td>
<td>15828850;16122278</td>
</tr>
</tbody>
</table>

“Imatinib is a potent and selective **inhibitor** of the **protein tyrosine kinase Bcr-Abl**, **platelet-derived growth factor receptors** (PDGFRalpha and PDGFRbeta) and **KIT**”. Imatinib, the agent of the verb “inhibitor” in the above sentence is mapped to the “Controlled By” field and one of the theme “**Bcr-Abl**” is mapped to the “From” field. Since the verb inhibitor do not involve any transformation of the theme it is also assigned to the “To” field.

### 3.3 Evaluation

We performed two evaluations 1) automated evaluation on all the event descriptions in PharmGKB pathways 2) manual evaluation of event extraction for four selected pathways. The four pathways are Platelet aggregation inhibitor pathway, Warfarin pathway, Metformin pathway, and Aromatase inhibitor pathway. We assessed the utility of our system output in pathway curation. Besides events, we also evaluated the ability of the system to identify all the participating molecules (genes/chemicals) in the pathways. We used the standard metrics namely precision, recall and F-measure for evaluation. For each event in a pathway we compared the individual fields namely From, To, and Controlled By against the manually curated one and if all the four fields are found to be correct we count them to be a true positive event. Otherwise we count them as both precision and recall error. We did not report the partial recall for the fields correctly identified by the system.
4 Results and discussion

4.1 Evaluation on complete PharmGKB data set

PharmGKB pathway annotation contains 894 events involving 1040 molecules (839 genes and 201 drugs) annotated from 99 PharmGKB pathways. We evaluated the ability of our system in identifying the molecules participating in events annotated in PharmGKB pathways as shown in Table 3. Out of the two classes of entities the performance of Gene named entity was extremely lower (F-measure: 56.96) as it involve normalizing the gene mentions in the text to Entrez gene symbol as per the requirements of PharmGKB annotations. However for identifying drugs and chemicals the F-measure was fairly high (82.68%) as it doesn’t involve entity normalization.

<table>
<thead>
<tr>
<th>Entity Type</th>
<th>Total Entity (Gold)</th>
<th>Total Extracted (Total correct)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene</td>
<td>839</td>
<td>632 (419)</td>
<td>66.30</td>
<td>49.94</td>
<td>56.96</td>
</tr>
<tr>
<td>Drug/Chemical</td>
<td>201</td>
<td>261 (191)</td>
<td>73.18</td>
<td>95.02</td>
<td>82.68</td>
</tr>
</tbody>
</table>

Table 4 lists the performance of our event extraction system on the 1036 abstracts cited as literature evidence in PharmGKB pathways. The 99 pathways in PharmGKB contain 894 events. Our system identified 952 events from the 1036 abstracts out of which only 323 were found to be correct leading to precision of 33.93%, recall of 36.13% and F-measure of 34.99%. However we observed that extra-sentential processing modules contributed to only 4.5% improvement to the final output. The likely reason may be that PharmGKB annotation of pathway events mostly involves only simple entities such as genes and proteins but not complex events such as biological processes.

<table>
<thead>
<tr>
<th>Total Events (Gold)</th>
<th>Total Extracted (Total correct)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>894</td>
<td>952 (323)</td>
<td>33.93</td>
<td>36.13</td>
<td>34.99</td>
</tr>
</tbody>
</table>

4.2 Manual evaluation of four hand-selected pathways

While we expected the recall to be lower we were surprised to observe lower precision, a feature atypical of rule-based systems. In order to better understand the reason behind the low precision we manually evaluated the performance on abstracts related to four hand-selected pathways, which has citations to 34 abstracts as literature evidence. The manual inspection of the system output on these 34 abstracts aimed to identify the reason behind the low recall and precision. We observed the following discrepancies between the extracted output and the gold standard annotation in the PharmGKB:

1) Certain annotations in PharmGKB are not actually present in either the abstract or in the full text article. For example in the Platelet Aggregation inhibitor pathway we have the following annotation in PharmGKB as given in Table 5 below.
We did not find any mention of the individual G-protein in the ControlledBy column either in the cited abstracts or in the full text articles. However, there is a general mention about the involvement of G-proteins from the G-12&13 families, which our system extracted correctly. Out of the total 24 annotations for this pathway in PharmGKB, there were 7 annotations, which do not have direct evidence in the literature considering both the abstract and full text article. Instead they were derived through biological inference. None of these annotations were identified by our system. While from a biologist perspective the annotation in the pathway database is correct we believe that the current state of the art of literature mining has not matured enough to extract such annotations. Inferencing by using the background knowledge from knowledge bases such as PRO, UniProt etc. alone can help resolve such uncertainties.

Table 5. PharmGKB annotation from platelet aggregation pathway

<table>
<thead>
<tr>
<th>From</th>
<th>To</th>
<th>Controlled By</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADCY3</td>
<td>ADCY3</td>
<td>GNA11,GNA12,GNA13,GNA15,GNAI1,GNAI2,GNAI3,GNAQ,GNB3,GNAS</td>
<td>15187029, 11997386</td>
</tr>
</tbody>
</table>

2) Another notable reason for lower recall is that the information in pathway database is synthesized from multiple abstracts while our system extracts information only from a single article.

3) Another observation clearly explains the reasons for the lower precision of the system. Our system extracted a few annotations with no corresponding entries in PharmGKB. On manual inspection we found that while those annotations are not wrong they do not confirm to the event definition of the PharmGKB database. For example from an abstract (PMID: 15187029) the system extracted two relations namely, regulate (P2Y(12), PP1) and inhibit (P2Y(12), adenylate cyclase) from the sentence “Furthermore, the Src family kinase inhibitor PP1 selectively potentiates the contribution to the calcium response by P2Y(12), although inhibition of adenylate cyclase by P2Y(12) is unaffected.” which are not annotated in PharmGKB. While both the relations extracted are correct from the biologist perspective it is not relevant in the context of PharmGKB annotation. The errors in gene normalization (both recall and precision) also contributed to the errors in event extraction as well. Table 6 lists the performance of our system on the selected 4 pathways through manual evaluation with and without ignoring the gene normalization.

Table 6. Evaluation of system’s performance on event extraction on handpicked PharmGKB dataset

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Total Events</th>
<th>Total Extracted</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event ignoring normalized entities</td>
<td>58</td>
<td>69 (39)</td>
<td>56.52</td>
<td>67.24</td>
<td>61.41</td>
</tr>
<tr>
<td>Events with normalized entities</td>
<td>58</td>
<td>41 (25)</td>
<td>60.97</td>
<td>43.13</td>
<td>50.50</td>
</tr>
</tbody>
</table>

The first row in Table 6 corresponds to the evaluation where we considered the event annotations to be considered as correct even if the genes were not normalized to the correct Entrez gene symbols. We used the biological inference to judge if the extracted gene matches the gene definition annotated in PharmGKB. However we wish to clarify if the event is not represented in
the annotation we considered the text extraction to be a false positive as our underlying focus in this study is to evaluate the utility of literature mining in pathway curation. The second row in Table 6 considers the extraction to be correct only if the genes are normalized to the correct gene symbols. We observed an appreciable drop in the recall (>20%) and very little increase in precision (~3%) when we consider gene normalized events, which illustrates that it is an important limitation in the performance of standardizing event extraction. Another limitation that we would like to point out is that our system being a rule-based one may require substantial manual effort to tune it to scale and improve its performance further.

5 Conclusions and future directions

Despite these limitations we believe that in this study we have made sincere efforts to explore and understand the limitations of a literature mining system in the context of extracting event descriptions which will be useful in finding literature evidences for actual pathway curation in a limited context of PharmGKB database. Our results are substantially lower than the recently reported studies (2, 3). However it is not fair to compare the performance of the system evaluated in this study with that of other systems as there is significant difference in the evaluation schema itself. Most of the previous studies evaluate the event annotation capability against the annotations at the textual level either abstracts (4, 15, 29) or full-text articles (30) aimed at benchmarking the text mining effort. However in this study, we explored the comparison of text-based extraction against events annotated in an independently curated pathway knowledge base. The performance of our system is comparable to the other state of the art system against text-based annotations (2, 3). This study further allowed us to identify the gaps between the current state of the art in literature mining and the demands of text mining assisted pathway curation. However we believe that our current system will be useful for finding the evidence needed for curation of the pathways. We plan to explore the following steps to improve text mining assisted pathway curation:

1) Improve the state of the art in gene normalization, which we hope to improve since we are working on this task in parallel for the BioCreative 4 Track3 (31);
2) Explore hybrid approaches by combining the rule-based system with machine learning approach to reduce the amount of manual effort required to tune the systems to new data sets;
3) Understand the pathway curation workflow and design annotation schema and corpora for pathway curation. The current available corpora limit the annotation to single abstracts or articles. Quite often we need to synthesize information across articles. But we realize that it is not possible without the understanding the pathway curation workflow;
4) Assess the needs of pathway curators to set more realistic and achievable text mining goals. We realize that working closely with the database curators and building an intuitive interface to facilitate pathway curation will not only help us understand the curation workflow but also help improve the state of the art in literature mining significantly.
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Complex diseases such as major depression affect people over time in complicated patterns. Longitudinal data analysis is thus crucial for understanding and prognosis of such diseases and has received considerable attention in the biomedical research community. Traditional classification and regression methods have been commonly applied in a simple (controlled) clinical setting with a small number of time points. However, these methods cannot be easily extended to the more general setting for longitudinal analysis, as they are not inherently built for time-dependent data. Functional regression, in contrast, is capable of identifying the relationship between features and outcomes along with time information by assuming features and/or outcomes as random functions over time rather than independent random variables. In this paper, we propose a novel sparse generalized functional linear model for the prediction of treatment remission status of the depression participants with longitudinal features. Compared to traditional functional regression models, our model enables high-dimensional learning, smoothness of functional coefficients, longitudinal feature selection and interpretable estimation of functional coefficients. Extensive experiments have been conducted on the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) data set and the results show that the proposed sparse functional regression method achieves significantly higher prediction power than existing approaches.
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1. Introduction

The increasing life expectancy of the worldwide population has led to a growing number of patients with serious mental disease such as depression. Research on the diagnosis and prognosis of these diseases has received increasing attention in the biomedical domain. Depression, or major depression (MD) is a common mental disorder affecting estimated 350 million people worldwide, featured by symptoms such as depressed mood, loss of interest or pleasure, feelings of guilt or low self-worth. It is expected to be the second leading cause of disability worldwide. Though the efficacy of several antidepressant medications and therapies has been proven, a universal and long-term treatment of MD has not been well explored due to its high risk of relapses and recurrences.

Like many other mental conditions, major depression affects people over time and it is notorious for the chronicity. Thus, the analysis of longitudinal data is one crucial step towards the understanding and prognosis of major depression. One valuable resource for such research
is the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) trial initiated by National Institute of Mental Health (NIMH), which was originally designed for seeking the optimal combination and sequence of treatment strategies for non-psychiatric depressed patients. Based on the evaluation of the therapeutic responses, participants in STAR*D may receive up to 4 levels of treatments and their information such as symptomatic status, daily functioning, treatment side effects is collected during every clinical visit.

In STAR*D, a range of clinical scales have been applied to evaluate or describe the severity of diseases. For instance, the 17-item Hamilton Rating Scale for Depression (HRSD17) is collected via telephone interview for research purposes. The 16-item Quick Inventory of Depressive Symptomatology - Clinician Rated (QIDS-C16) provides the evidences for clinicians to decide whether the patients proceed to the next treatment level. Exploring the longitudinal relationship between clinical measurements (input features) and therapeutic responses (outcomes) and detecting features with significant statistical power are two fundamental and important research questions. Several tools based on machine learning techniques have been developed for longitudinal study.

In our paper, we adopt sparse functional regression for the longitudinal data analysis. Functional data (FD) refers to the data samples whose features are viewed as random functions or surfaces over one or more continuum such as time, spatial location. For instance, the average daily temperatures observed in a weather station can be viewed as a functional data sample over time; the intensity or color composition of a brain image can be taken as a functional sample over spatial location. Functional data analysis (FDA), an important branch of statistics, is referred to the statistical analysis built on functional data, where the random functions are assumed to be independent and smooth. As the extension of classic regression methods to functional data, functional regression is used to estimate the relationship among functional features. Variant forms of functional regression are applicable in different problem setups. For example, it can be applied for regressing functional outcomes on scalar features; it can also be applied on estimating relationships between functional features and scalar outcomes. Under the assumption that the functional coefficient is sparse over time, the FlRTI model was proposed by James et al. and it showed better predictive power than regular functional regression models. However, the FlRTI model is only limited to the settings with one functional feature. For higher flexibility, multivariate functional regression models were developed. To enhance interpretability of the multivariate functional regression model, Zhu et al. and Gertheiss et al. applied the group Lasso type constraint for curve (functional feature) selection. Zhu et al. combined both functional features and scalar features together in their model, however it imposed smoothness of coefficient functions only by controlling the number of basis functions. Gertheiss et al. introduced the sparsity-smoothness penalty for simultaneously selecting functional feature and controlling the smoothness of the coefficient functions, however it does not incorporate extra scalar features or achieve sparse feature effects over time. Fan et al. proposed a functional additive regression (FAR) model which managed functional feature selection via concave penalties in both linear and non-linear settings, while the resulting solutions are not interpretable in term of functional feature effects over time. Therefore, there is a need to develop a general and interpretable formulation.

In this paper, we propose a novel sparse generalized functional linear model for longitudinal biomedical data analysis, which can be applied to predict the disease status based on longitudinal features. Specifically, we empower basic functional regression models to simultaneously identify features with significant predictive power across time points with the group Lasso penalty,\textsuperscript{20} enforce smoothness of functional coefficients with the fused Lasso penalty\textsuperscript{21} and achieve interpretable estimations of functional coefficients with the Lasso penalty.\textsuperscript{22} Since the unknown coefficient matrix is a multiplication factor of the penalized term, the proposed formulation is challenging to solve. Our proposed algorithm integrates the Alternating Direction Method of Multipliers (ADMM)\textsuperscript{23} and the accelerated gradient method (AGM)\textsuperscript{24,25} to estimate the unknown coefficient matrix. We demonstrate the effectiveness and flexibility of the proposed formulations for longitudinal data analysis using STAR*D data. Experimental results show that the proposed method achieves better prediction performance with longitudinal features than existing approaches.

The rest of the paper is organized as follows. We briefly introduce FDA and the basic functional regression model in section 2. We propose a novel sparse generalized functional linear model and present the algorithm to solve the proposed formulations in section 3. In section 4, we evaluate the proposed sparse generalized functional regression model on STAR*D data and report the experimental results. We conclude our paper in section 5.

2. Basics of Functional Regression

2.1. Functional Data Analysis

Functional data is usually assumed to be generated by an underlying smooth function. In practice, a functional data sample consists of sequences of numerical values (or vectors) varying over a certain continuum. For instance, the series of QIDS-C\textsubscript{16} scores of a depression patient over his/her visiting time can be considered as a functional data sample. Fig. 1 gives an illustration of functional data. Sequences of QIDS-C\textsubscript{16} scores of 6 depression patients are recorded over 14 weeks. In the functional context, we assume each sequence of QIDS-C\textsubscript{16} scores is generated by an underlying function varying over time $t$ (weeks).

One important issue in FDA is to recover the underlying function based on the sequences of observed numerical values. A common approach is to express the underlying function by a linear combination of basis functions using smoothing techniques. Specifically, given the evaluations of basis functions over time as features and the observed numerical values as outcomes, the coefficients of basis functions can be fitted using least square methods with roughness penalty.\textsuperscript{9} However, the basis smoothing technique is only effective when the functional data is observed continuously or densely. When it comes to longitudinal data, observations are always sparse and irregular. Rice \textit{et al.}\textsuperscript{26} contrasted and compared FDA with longitudinal data analysis (LDA). James \textit{et al.}\textsuperscript{27} and Yao \textit{et al.}\textsuperscript{28} connected FDA and LDA by proposing approaches that estimate the underlying function of sparsely and irregularly observed functional data by exploiting both population and individual information. The former extended the basis smoothing technique with mixed effect models while the latter proposed the “PACE” method
Fig. 1. Illustration of functional data. The QIDS-C16 scores of 6 patients are recorded over 14 weeks. In the functional context, we assume each sequence of QIDS-C16 scores is generated by an underlying function, which involves the kernel smoothing technique and computing the conditional expectation. In our paper, we adopt PACE to estimate the underlying function of functional data.

2.2. Functional Regression Model with Functional Features and Scalar Outcomes

In classic statistical analysis, regression methods play an important role in analyzing the relationship between features (independent variables) and outcomes (dependent variables). FDA extends the philosophy of classic regression to functional data and develops functional regression which involves various models for different purposes.

When the features are functional and the outcomes are scalar, we have
\[ Y_i = \alpha + \int_{\Omega} X_i(t)\beta(t)dt + \epsilon_i, \quad i = 1, \ldots, n, \] (1)
where \( n \) is the total number of samples, \( Y_i \) is a scalar outcome of the \( i \)th sample, \( X_i(t) \) is a 1-dimensional functional feature of the \( i \)th sample, \( \beta(t) \) is a functional coefficient, \( \Omega \) is the domain of continuum \( t \), scalar \( \alpha \) is a bias term, and \( \epsilon_i \) corresponds to the scalar residual. Note that the model above only allows one functional feature, which greatly limits its application. A simple but useful extension to multiple functional features is
\[ Y_i = \alpha + \sum_{k=1}^{p} \int_{\Omega} X_{ik}(t)\beta_k(t)dt + \epsilon_i, \quad i = 1, \ldots, n, \] (2)
where \( X_{ik}(t) \) is the \( k \)th functional feature of the \( i \)th sample, and \( \beta_k(t) \) is the functional coefficient corresponding to the \( k \)th functional feature.

3. Proposed Sparse Functional Regression Models

In this section, we propose a novel sparse generalized functional linear model which simultaneously selects useful features, enforces smoothness of functional coefficients and achieves interpretable estimations of functional coefficients. Suppose there are \( N \) samples and each sample has \( d \) scalar features \( s_1, s_2, \ldots, s_d \) and \( p \) functional features \( x_1(t), x_2(t), \ldots, x_p(t) \). Then, for
the $i$th sample, we denote $s_i = (s_{i1}, s_{i2}, \ldots, s_{id})^T$ and $\mathbf{x}_i(t) = (x_{i1}(t), x_{i2}(t), \ldots, x_{ip}(t))^T$. In matrix form, we let $S \in \mathbb{R}^{N \times d}$ be the scalar data matrix with each row as a sample of $d$ scalar features, i.e., $S_i = s_i^T = (s_{i1}, s_{i2}, \ldots, s_{id})$, and let $X(t)$ be an $N \times p$ matrix of functions where the $i$th row denotes the $i$th sample of $p$ functional features i.e., $X_i(t) = \mathbf{x}_i(t)^T = (x_{i1}(t), x_{i2}(t), \ldots, x_{ip}(t))$. Let $\mathbf{y} = (y_1, y_2, \ldots, y_N)^T \in \mathbb{R}^{N \times 1}$ be the vector of scalar outcomes, and $\mathbf{w} = (w_1, w_2, \ldots, w_d)^T$ be the coefficients of $d$ scalar features and $\mathbf{b}(t) = (\beta_1(t), \beta_2(t), \ldots, \beta_p(t))^T$ be the vector of $p$ functional coefficients. Moreover, we assume the functional coefficients can be represented by a set of $k_b$ basis functions $\Theta(t) = (\theta_1(t), \theta_2(t), \ldots, \theta_{k_b}(t))^T$, i.e., $\mathbf{b}(t) = B\Theta(t)$, where $B \in \mathbb{R}^{p \times k_b}$.

Then, for a known link function $g(\cdot)$, we have the generalized functional linear model

$$g(y_i) = \alpha + \sum_{g=1}^{d} s_{ig} w_g + \sum_{h=1}^{p} \int_{\Omega_t} x_{ih}(t) \beta_h(t) dt = \alpha + \mathbf{s}_i \mathbf{w} + \int_{\Omega_t} \mathbf{x}_i(t) \mathbf{b}(t) dt. \tag{3}$$

In matrix form, we have

$$g(\mathbf{y}) = \alpha \mathbf{1} + \mathbf{S} \mathbf{w} + \int_{\Omega_t} X(t) \beta(t) dt = \alpha \mathbf{1} + \mathbf{S} \mathbf{w} + \int_{\Omega_t} X(t) B \Theta(t) dt, \tag{4}$$

where $\mathbf{1} \in \mathbb{R}^{N \times 1}$ is a column vectors of ones. When $g(\cdot)$ is the identity function, i.e., $g(u) = u$, the proposed model is functional linear regression. Then the optimization procedure involves minimizing the quadratic loss. When $g(\cdot)$ is the sigmoid function, the proposed model turns out to be a functional logistic regression, i.e.,

$$\text{Prob}(\mathbf{y}|S, X) = \frac{1}{1 + \exp \left( -\mathbf{y} \odot \left( \alpha \mathbf{1} + \mathbf{S} \mathbf{w} + \int_{\Omega_t} X(t) B \Theta(t) dt \right) \right)}, \tag{5}$$

where “$\odot$” denotes the componentwise multiplication. Let $\Theta \in \mathbb{R}^{k_b \times T}$ be the evaluation matrix of $\Theta(t)$ at $T$ time points, where $\Theta_{j,t} \in \mathbb{R}^{k_b \times 1}$ corresponds to the evaluation at time $t$. Then the unknown coefficients $\alpha, \mathbf{w}$ and matrix $B$ can be obtained by minimizing the average logistic loss (negative log-likelihood function),

$$\mathcal{L}(\alpha, \mathbf{w}, B) = \frac{1}{N} \sum_{i=1}^{N} \log (1 + \exp(-y_i (\alpha + \mathbf{s}_i \mathbf{w} + \sum_{t} X(t) B \Theta_{i,t}))). \tag{6}$$

The logistic loss is convex and smooth and can be solved via standard optimization methods.

When $\beta_j(t) = 0$, the changes of the $j$th functional feature has no effect on the outcome at time $t$. We apply the Lasso penalty\textsuperscript{22} on $B \Theta$, i.e., $\|B \Theta\|_1 = \sum_{j, t} |B_{j,t}|$, resulting in interpretable estimations, i.e., many entries of $B \Theta$ are zero. That is, the changes of many features have no effects on prediction at some time points. For feature selection purpose, we also introduce the group Lasso penalty\textsuperscript{20} with $\|B \Theta\|_{2,1} = \sum_{j=1,\ldots,p} \|B_{j,\cdot}\|_2$ which enforces many rows of $B \Theta$ to be zero. If the $j$th row of matrix $B \Theta$ is zero, then the $j$th feature has no predictive power along with time. In addition, we employ the fused Lasso penalty\textsuperscript{21} on matrix $B \Theta$ to enforce the smoothness of the functional coefficients. The resulting sparse functional logistic regression model with scalar features and functional outcomes can be obtained by

$$\min_{\alpha, \mathbf{w}, B} \mathcal{L}(\alpha, \mathbf{w}, B) + \lambda_1 \|\mathbf{w}\|_1 + \lambda_2 \|B \Theta\|_1 + \lambda_3 \|B \Theta R\|_1 + \lambda_4 \|B \Theta\|_{2,1}, \tag{7}$$

where $R$ is a $T$ by $T - 1$ sparse matrix with $R_{j,j} = 1, R_{j+1,j} = -1$, and $\lambda_1, \lambda_2, \lambda_3, \lambda_4$ are the tuning parameters. We solve problem (7) by alternately minimizing over $\alpha$ and $\mathbf{w}$ with $B$.
fixed, and minimizing over \( B \) with \( \alpha \) and \( w \) fixed. Note that the penalty of \( w \) only involves the Lasso penalty, and we have already known that the optimization in terms of \( w \) (i.e., sparse logistic regression problem) can be solved efficiently by the Accelerated Gradient Methods (AGM).\(^{24,25,29}\)

The proposed sparse functional logistic regression model is much more challenging to solve than usual multi-task learning algorithms since the unknown coefficient matrix \( B \) is a multiplication factor of the penalized term \( B \Theta \). In this paper, we integrate the Alternating Direction Method of Multipliers (ADMM)\(^{23}\) and AGM\(^{24,25}\) to solve \( B \). When \( \alpha \) and \( w \) are fixed, we write the objective (7) in the following form:

\[
\min_B \mathcal{L}(\alpha, w, B) + \lambda_2 \|Z\|_1 + \lambda_3 \|ZR\|_1 + \lambda_4 \|Z\|_2,1
\]

s.t. \( B\Theta = Z \). \hspace{1cm} (8)

Then, the augmented Lagrangian function is given by

\[
L_\rho(B, Z, \xi) = \mathcal{L}(\alpha, w, B) + \lambda_2 \|Z\|_1 + \lambda_3 \|ZR\|_1 + \lambda_4 \|Z\|_2,1 + \langle \xi, B\Theta - Z \rangle + \frac{\rho}{2} \|B\Theta - Z\|_F^2, \hspace{1cm} (9)
\]

where \( \xi \in \mathbb{R}^{p\times T} \) is the lagrangian dual variable and \( \rho \) is a penalty parameter. The ADMM-based procedures for solving the unknown matrix \( B \) in the proposed sparse functional logistic regression at the \( k \)th iteration can be described as follows:\(^{23}\)

\[
B^{(k)} := \min_B \mathcal{E}(B) = \min_B \mathcal{L}(\alpha^{(k)}, w^{(k)}, B) + \langle \xi^{(k-1)}, B\Theta - Z^{(k-1)} \rangle + \frac{\rho}{2} \|B\Theta - Z^{(k-1)}\|_F^2, \hspace{1cm} (10)
\]

\[
Z^{(k)} := \min_Z \lambda_2 \|Z\|_1 + \lambda_3 \|ZR\|_1 + \lambda_4 \|Z\|_2,1 + \langle \xi^{(k-1)}, B^{(k)}\Theta - Z \rangle + \frac{\rho}{2} \|B^{(k)}\Theta - Z\|_F^2, \hspace{1cm} (11)
\]

\[
\xi^{(k)} := \xi^{(k-1)} + \rho(B^{(k)}\Theta - Z^{(k)}). \hspace{1cm} (12)
\]

For the \( B \)-update step (10), the unknown matrix \( B \) can be solved by the accelerated gradient descent method\(^{24,25,29}\) with gradient

\[
\nabla_B \mathcal{E}(B) = -\frac{1}{N} U^T (1 - p) + \rho(B\Theta + \frac{\xi^{(k-1)}}{\rho} - Z^{(k-1)})\Theta^T,
\]

where

\[
U = [y_1 \sum_t X_1, (t)^T \Theta_{t,1}, y_2 \sum_t X_2, (t)^T \Theta_{t,2}, \ldots, y_N \sum_t X_N, (t)^T \Theta_{t,N}]^T,
\]

\[
p = 1./ \left( 1 + \exp \left( -y \odot \left( \alpha^{(k)} + S w^{(k)} + \sum_t X(t)B\Theta_{t} \right) \right) \right),
\]

and "/" denotes the componentwise division. For the \( Z \)-update step (11), it has been shown that the proximal operator can be solved efficiently in two stages as stated in the following lemma\(^{30}\).

**Lemma 3.1.** Given vectors \( u, v \in \mathbb{R}^{1\times T} \), penalty parameters \( \gamma_1, \gamma_2, \gamma_3 \), and the sparse matrix \( R \) defined as above, let

\[
\mathcal{F}(v) = \arg \min_u \frac{1}{2} \|u - v\|_2^2 + \gamma_1 \|u\|_1 + \gamma_2 \|uR\|_1,
\]

\[
\mathcal{G}(v) = \arg \min_u \frac{1}{2} \|u - v\|_2^2 + \gamma_3 \|u\|_2,
\]

\[
\mathcal{F}G(v) = \arg \min_u \frac{1}{2} \|u - v\|_2^2 + \gamma_1 \|u\|_1 + \gamma_2 \|uR\|_1 + \gamma_3 \|u\|_2. \hspace{1cm} (13)
\]
Then, the following relationship holds

\[ \mathcal{F}g(v) = g(f(v)). \]  

(14)

The details of the proposed algorithm for solving (7) are summarized in Algorithm 1. Steps 3 and 4 are solved by AGM, and readers may refer to Liu et al.\textsuperscript{29} for more details. In terms of solving the fused Lasso problem (step 6), readers may refer to Liu et al.\textsuperscript{31} The ADMM parameter \( \rho \) is fixed as a constant in our experiment.

Algorithm 1 Sparse Functional Logistic Regression

**Input:** \( y \in \mathbb{R}^{N \times 1}, S \in \mathbb{R}^{N \times d}, X(j) \in \mathbb{R}^{N \times p}, j = 1, \ldots, T, \Theta \in \mathbb{R}^{k_b \times T}, R \in \mathbb{R}^{T \times (T - 1)}, \rho \in \mathbb{R} \)

**Output:** \( \alpha \in \mathbb{R}, w \in \mathbb{R}^{d \times 1}, B \in \mathbb{R}^{p \times k_b} \)

1. Initialize starting points \( \alpha^{(0)}, w^{(0)}, B^{(0)}, \xi^{(0)}, Z^{(0)} \)

2. for \( k = 1 : K \) do

3. \( (\alpha^{(k)}, w^{(k)}) := \operatorname{arg\,min}_{\alpha, w} \mathcal{L}(\alpha, w, B^{(k-1)}) + \lambda_1 \|w\|_1 \)

4. \( B^{(k)} := \operatorname{arg\,min}_B \mathcal{L}(\alpha^{(k)}, w^{(k)}, B) + \langle \xi^{(k-1)}, B\Theta - Z^{(k-1)} \rangle + \|B\Theta - Z^{(k-1)}\|^2_F \)

5. for \( i = 1 : p \) do

6. \( u_i := \operatorname{arg\,min}_z \frac{\rho}{2} \|B_i^{(k)}\Theta + \xi^{(k-1)} - z\|^2 + \lambda_2 \|z\|_1 + \lambda_3 \|zR\|_1 \)

7. \( Z_i^{(k)} := \operatorname{arg\,min}_z \frac{\rho}{2} \|u_i - z\|^2 + \lambda_4 \|z\|_2 \)

8. end for

9. \( \xi^{(k)} := \xi^{(k-1)} + \rho(B^{(k)}\Theta - Z^{(k)}) \)

10. end for

4. Experiments

In this section, we evaluate the proposed sparse functional logistic regression model on the STAR*D data set. We use the functional data analysis code\textsuperscript{a} for the construction and evaluation of basis functions. We also use the PACE package\textsuperscript{b} for estimating the underlying smooth functions of functional data.

4.1. STAR*D Data Set

The STAR*D project consists of four treatment levels aimed to help outpatients achieve depressive symptom remission with measurement-based care treatment.\textsuperscript{32} Throughout STAR*D study, the QIDS-C\textsubscript{16} score, which measures the general symptoms of depression, provides clinicians evidences for deciding the remission status of patients.\textsuperscript{32} All the participants enrolled to STAR*D receive the same antidepressant treatment at level 1, where the selective serotonin reuptake inhibitor citalopram is used. If the participant’s therapeutic response is satisfactory, \( i.e., \) QIDS-C\textsubscript{16} \( \leq 5 \), he/she will be recommended to the follow-up phase. If the initial therapy is not sufficiently effective on the participants, they will be recommended to the level 2 treatment. At level 2, participants will enter into a set of randomized clinical trials. In a similar

\textsuperscript{a}http://www.psych.mcgill.ca/misc/fda/software.html

\textsuperscript{b}http://www.stat.ucdavis.edu/PACE/
manner, participants who fail to achieve satisfactory responses will enter level 2A, level 3 and up to level 4. In this paper, we concentrate on the longitudinal analysis of the data collected from level 1 and level 2. Since all the participants receive the same treatment at level 1, the questions we aim to address in this paper are: Can we use the level 1 information to predict the participant’s remission status at level 2? Which features are most important for the prediction of remission status? How do the important longitudinal features affect the prediction over time?

Fig. 2. This figure gives a brief description of the STAR*D data used in our experiment. In our experiment, we use the scalar features at level 1 baseline and level 2 baseline and the longitudinal features at level 1. Note that the longitudinal data is observed sparsely and irregularly. Therefore, if we align the longitudinal data in a regular time grid as shown in the figure, some feature values will appear as the “missing” values. In our experiment, we first estimate the underlying curves using PACE \(^2\) and then evaluate them on a dense grid of time points.

At each level of treatment, clinical visit information including medication names and doses, side effect intensity, burden and frequency, is collected every 2 or 3 weeks during the acute treatment stage. In our study, we name the time point based on the duration time from baseline to the clinical visit, e.g., “W2” refers to the time point 2 weeks after baseline. At level 1, there are 7 time points scheduled for the regular visits, i.e., W0, W2, W4, W6, W9, W12, W14. Fig. 2 gives a brief description of the STAR*D used in our experiment. The red matrices in Fig. 2 refer to the longitudinal data stated above. Besides the longitudinal data, the enrolment information involving Cumulative Illness Rating Scale, demographics, HRSD, Medication History, Protocol Eligibility, Psychiatric History, and some level 1 W0 information without further follow-up are also available for the prediction. Those information refers to the level 1 baseline scalar features and corresponds to the blue matrix in Fig. 2. Moreover, we also
want to test the predictive power of the information collected at level 2 baseline (i.e., week 0 at level 2) since the participants did not receive new treatments at that time. These level 2 baseline scalar features are diagramed as the green matrix in Fig. 2.

In STAR*D, there are 730 participants in total entering level 2 with their level 1 longitudinal information recorded until W12 or W14. After eliminating extremely sparse observations, we have a total number of 596 samples with 202 longitudinal features (LV1_L) available for analysis. There are 1438 level 1 baseline scalar features (LV1_S) and 1667 level 2 baseline scalar features (LV2_S) where the missing values for categorical features are imputed by zeros and the missing values for continuous features are imputed by the mean values. For research purposes, the 16-item Quick Inventory of Depressive Symptomatology – Self-Report (QIDS-SR16) is used as outcomes in many existing studies. In our experiments, we also adopt QIDS-SR16 as the criterion of remission, and define QIDS-SR16 <= 5 as remission and a QIDS-SR score of > 5 as non-remission. We evaluate our proposed sparse functional logistic regression model on differentiating the remission cohort from non-remission cohort with available level 1 and level 2 features. Moreover, we classify the remission samples and a subgroup of non-remission samples whose QIDS-SR16 >= 11; this subgroup is sometimes referred to as severe depression. Detailed sample statistics are shown in Table 1.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Remission (+)</th>
<th>Non-remission (−)</th>
<th>Total</th>
<th>Data Name</th>
<th>Dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group (All)</td>
<td>240</td>
<td>356</td>
<td>596</td>
<td>LV1_S</td>
<td>1438</td>
</tr>
<tr>
<td>Group (Sub)</td>
<td>240</td>
<td>161</td>
<td>401</td>
<td>LV1_L</td>
<td>202</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>LV2_S</td>
<td>1667</td>
</tr>
</tbody>
</table>

### 4.2. Predicting Remission Status at Level 2

We compare the proposed sparse functional logistic regression with two classic multivariate classifiers, i.e., Random Forest and sparse logistic regression on exactly the same training and testing sets. Our report presents the average accuracy, sensitivity and specificity and the corresponding standard deviations obtained from the 5-fold cross-validation. In all the experiments, both the parameters of sparse functional logistic regression and the sparse logistic regression are tuned via 5-fold cross-validation in the training process. We use B-spline basis functions in our proposed sparse functional logistic regression model, which are the common choice for approximating non-periodic functions.

We first conduct the classification experiment on the level 1 longitudinal data. For classifiers such as Random Forest and sparse logistic regression, the input data is the the average of the longitudinal features over time. The detailed report is shown in Table 2. Compared with Random Forest and sparse logistic regression, the classification performance achieved by the proposed sparse functional logistic regression is consistently better demonstrating the effectiveness of the sparse functional logistic regression in capturing the temporal information. In addition, we observe that, when the sparse functional logistic regression is applied, the level
Table 2. Comparisons of classification performance between Random Forest, sparse logistic regression and sparse functional logistic regression on the longitudinal STAR*D data.

<table>
<thead>
<tr>
<th></th>
<th>LV1_L</th>
<th>LV1_S+LV1_L</th>
<th>LV1_S+LV1_L+LV2_S</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random Forest</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>68.63 ± 1.16</td>
<td>69.47 ± 2.23</td>
<td>68.46 ± 3.12</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>68.83 ± 3.31</td>
<td>68.83 ± 4.28</td>
<td>67.71 ± 5.17</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>68.33 ± 2.72</td>
<td>70.42 ± 2.72</td>
<td>69.58 ± 2.38</td>
</tr>
<tr>
<td><strong>Sparse Logistic Regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>65.94 ± 2.31</td>
<td>66.28 ± 3.19</td>
<td>63.76 ± 2.30</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>64.61 ± 5.19</td>
<td>66.02 ± 4.92</td>
<td>60.41 ± 4.43</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>67.92 ± 6.00</td>
<td>66.67 ± 2.08</td>
<td>68.75 ± 6.91</td>
</tr>
<tr>
<td><strong>Sparse Functional Logistic Regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>69.79 ± 2.38</td>
<td>70.30 ± 1.60</td>
<td>70.30 ± 1.95</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>70.83 ± 5.31</td>
<td>72.50 ± 5.78</td>
<td>73.33 ± 6.97</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>69.10 ± 3.20</td>
<td>68.82 ± 2.48</td>
<td>68.27 ± 3.12</td>
</tr>
</tbody>
</table>

Experimental Results Using All Samples

<table>
<thead>
<tr>
<th></th>
<th>LV1_L</th>
<th>LV1_S+LV1_L</th>
<th>LV1_S+LV1_L+LV2_S</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random Forest</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>73.84 ± 6.66</td>
<td>74.09 ± 6.56</td>
<td>74.08 ± 4.74</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>75.25 ± 11.50</td>
<td>75.23 ± 8.44</td>
<td>73.35 ± 10.46</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>72.92 ± 4.89</td>
<td>73.33 ± 6.32</td>
<td>74.58 ± 2.72</td>
</tr>
<tr>
<td><strong>Sparse Logistic Regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>72.58 ± 3.99</td>
<td>73.08 ± 4.23</td>
<td>74.82 ± 4.53</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>68.37 ± 7.11</td>
<td>70.87 ± 7.41</td>
<td>75.19 ± 9.74</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>75.42 ± 3.09</td>
<td>74.58 ± 3.09</td>
<td>74.58 ± 2.28</td>
</tr>
<tr>
<td><strong>Sparse Functional Logistic Regression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>77.81 ± 4.11</td>
<td>77.82 ± 4.89</td>
<td>77.07 ± 4.54</td>
</tr>
<tr>
<td>Sensitivity(%)</td>
<td>79.17 ± 2.08</td>
<td>78.75 ± 4.01</td>
<td>77.92 ± 3.78</td>
</tr>
<tr>
<td>Specificity(%)</td>
<td>75.81 ± 10.77</td>
<td>76.46 ± 9.51</td>
<td>75.83 ± 10.45</td>
</tr>
</tbody>
</table>

1 and level 2 baseline scalar features are not helpful for improving classification performance. We obtain similar observations when applying Random Forest and sparse logistic regression. Since only using longitudinal data at level 1 leads to satisfactory classification performance, we may conclude that most of the information in the level 1 and level 2 baseline data is captured by the longitudinal data at level 1. The experimental results further demonstrate the importance of mining longitudinal data.

Besides the superior predictive performance, the sparse functional logistic regression is also capable of selecting significant longitudinal features and giving interpretable solutions. In our experiments, most meaningful and interesting longitudinal features including side effect frequency, side effect burden, and QIDS-C current score, are selected as a result of the group sparsity constraint. Moreover, the functional coefficients can be visualized to provide deeper insights for understanding the effects of longitudinal features on predicting remission status over time. In Fig. 3, we show 6 important functional coefficients obtained from the task of differentiating participants with QIDS-SR_{16} \leq 5 from those with QIDS-SR_{16} \geq 11. From the figure, we can see that the effect of FG-FISGQ = 0 (side effect frequency) decreases from W0 to W6 and then increases over time. For feature FG-GRSEB = 0 (side effect burden),
Fig. 3. The functional coefficients of some selected longitudinal features via sparse functional logistic regression. Feature FG-FISFQ=0 relates to side effect frequency; feature FG-GRSEB=0 relates to side effect burden; feature PRS-HERAT-PRS=0 relates to clinical measurements of heart; feature QC-CSUIC=0 relates to QIDS Suicidal ideation; feature QS-SENGY=0 relates to QIDS Energy/fatigability; and feature CC-QCCUR=R relates to QIDS-C current score.

We observe that the effects are zero during W12 to W14, which indicates the corresponding feature values during that period make no contributions to the prediction. The sparse and interpretable results are due to the use of Lasso and fused Lasso penalty. From all the plots, we also observe that all the obtained functional coefficients are smooth, which demonstrates the effectiveness of the fused lasso penalty in controlling the smoothness of coefficient functions.

5. Conclusions

In this paper, we propose a novel sparse generalized functional linear model for the longitudinal analysis of STAR*D data. Compared to traditional functional regression models, our model has the advantages of simultaneously achieving high-dimensional learning, smoothness of functional coefficients, longitudinal feature selection and interpretable estimation of functional coefficients. We conduct extensive experiments on the STAR*D data set and the experimental results demonstrate that the proposed sparse functional regression model achieves significantly higher longitudinal prediction power than existing approaches.

Since the proposed models have shown great effectiveness in capturing temporal information, we intend to apply them to investigate the predictive effects of the biomarkers on other longitudinal problems such as the progression of Alzheimer’s Disease (AD). Moreover, we plan
to further study the theoretical properties of the proposed models in the future.
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Electronic medical records (EMRs) are becoming more widely implemented following directives from the federal government and incentives for supplemental reimbursements for Medicare and Medicaid claims. Replete with rich phenotypic data, EMRs offer a unique opportunity for clinicians and researchers to identify potential research cohorts and perform epidemiologic studies. Notable limitations to the traditional epidemiologic study include cost, time to complete the study, and limited ancestral diversity; EMR-based epidemiologic studies offer an alternative. The Epidemiologic Architecture for Genes Linked to Environment (EAGLE) Study, as part of the Population Architecture using Genomics and Epidemiology (PAGE) I Study, has genotyped more than 15,000 patients of diverse ancestry in BioVU, the Vanderbilt University Medical Center's biorepository linked to the EMR (EAGLE BioVU). We report here the development and performance of data-mining techniques used to identify the age at menarche (AM) and age at menopause (AAM), important milestones in the reproductive lifespan, in women from EAGLE BioVU for genetic association studies. In addition, we demonstrate the ability to discriminate age at naturally-occurring menopause (ANM) from medically-induced menopause. Unusual timing of these events may indicate underlying pathologies and increased risk for some complex diseases and cancer; however, they are not consistently recorded in the EMR. Our algorithm offers a mechanism by which to extract these data for clinical and research goals.
1. Introduction

1.1 Women’s health and the reproductive lifespan

Though women comprise more than 50% of the US population[1] and there are notable differences in the incidences and severity of diseases between men and women, from Alzheimer’s disease[2] to inflammatory arthritis[3], only in the last few decades has the importance of women’s health and physiologic differences between males and females in the research setting come to the forefront of researchers and government agencies[4]. Age at menarche (AM) and age at menopause (AAM) define the boundaries of the reproductive lifespan in women. The timing of these events has also been linked to numerous diseases and complex traits [5]. Fertility is directly impacted by the length of the reproductive lifespan. Earlier AM and later AAM have been associated with heightened risks for breast, ovarian, and endometrial cancers, elevated blood pressure, and increased glucose intolerance, driven by a significant extent by the additional exposure to circulating estrogens over an extended reproductive lifespan [6]. Early AAM has been associated with increased risk for cardiovascular disease [7]. More directly, extremely early or late attainment of these reproductive milestones can indicate underlying pathologies, such as pituitary diseases, hormone imbalances, and nutritional insufficiencies [5].

National surveys have calculated the average AM to be 12.4 years and age at natural menopause (ANM) at 51 years [8]. The genetic contribution to the timing of menarche and natural menopause is estimated to be approximately 0.50, however variants identified through numerous genome-wide association studies (GWAS) account for <10% of the observed variation in either AM or ANM [8]. Cross-sectional and longitudinal studies have shown recent secular trends in the earlier attainment of pubertal milestones (breast development, appearance of pubic hair, menarche) from the 1960s to present and later age at natural menopause [9]. The earlier AM is accelerated in girls of African American and Hispanic ancestry, a bias that remains after adjusting for socioeconomic variables and body mass index (BMI) [10]. The difference observed in the timing of reproductive events across ethnicities highlights the importance of conducting research in diverse populations—a challenging enterprise given the limited diversity in cohorts available for women’s health outcomes research.

1.2 Research use of electronic medical records

Electronic medical/health records (EMRs/EHRs) are becoming more widely used in clinical practice and hospital settings. Motivated in part by the ‘meaningful use’ requirement for supplemental reimbursements for Medicare and Medicaid claims through the Health Information Technology for Economic and Clinical Health (HITECH) Act, widespread adoption of EMR technology is expected to improve patient outcomes and streamline health care processes and may be helpful in the goal of “personalized medicine” [11-14]. A significant measure of ‘meaningful use’ is the recording of patient data (e.g., demographic, medication allergy, smoking status, vital signs) as structured data [12]. Additional measurements of ‘meaningful use’ include the dissemination of clinical quality measurements to states or other governmental oversight agencies.
Immunization and reportable disease statistics are two examples of EMR data that can be leveraged for public health research [15].

The rich phenotypic data existing in EMR systems allows clinicians and researchers to identify potential cohorts, while EMRs that are linked to biobanks extend this framework to genotype-phenotype association studies. Traditional epidemiologic studies are costly and require significant amounts of time to complete; furthermore, these studies may not include sufficient numbers of individuals from diverse ancestries. The Epidemiologic Architecture for Genes Linked to Environment (EAGLE) Study seeks to address these limitations by enabling high-throughput identification and generalization of genotype-phenotype associations in ethnically diverse research populations. Accessing data from EMRs for use in research may prove to be a cost effective alternative to traditional ascertainment and data collection. One challenge to research use of EMR-derived data is the lack of consistency in recording certain types of data in the EMR. Despite the obvious health implications, AM and AAM/ANM are not recorded consistently or in a standardized manner in the EMR. This presents a challenge for researchers and suggests algorithm development is a necessary first step in developing a resource for women’s health studies in diverse populations.

1.3 BioVU

BioVU is the Vanderbilt University Medical Center (VUMC) biorepository linked to the EMR system. Beginning in 2007, discarded blood samples from routine clinical testing have the DNA extracted, stored, and linked to a de-identified version of the EMR termed the Synthetic Derivative (SD). As of mid-2012, more than 150,000 samples have been collected for BioVU, including more than 16,000 pediatric samples. Patients are given the opportunity to opt-out of BioVU at any time. Once a sample has been accepted into the system, a unique ID is generated through a one-way hash mechanism and linked to that patient’s SD. The SD removes or de-identifies Health Insurance Portability and Accountability Act (HIPAA) information, such as names, geographical locations, and social security numbers, and replaces dates with dates that have been randomly shifted by up to six months. The date shifting is consistent within a single SD record. The SD enables researchers to examine genome-phenome associations and identify cohorts for research.

2. Methods

2.1. Population

As part of the Population Architecture using Genomics and Epidemiology (PAGE) I Study, EAGLE genotyped all non-European descent patients in BioVU (EAGLE BioVU, n=15,863) on the Metabochip, a custom genotyping array with an emphasis on cardiovascular disease and metabolic traits. This array also includes over 2200 SNPs associated at genome-wide significance to any trait published in the NHGRI GWAS catalog as of August 2009, with additional proxy SNPs chosen based on linkage disequilibrium (LD) in both CEU and YRI HapMap II datasets [16]. Overall, 11,521 African Americans, 1,714 Hispanics, 1,122 Asians and others were
genotyped on the Metabochip by EAGLE. For the AM study, all females age>6 in EAGLE BioVU as of January 31, 2013 were eligible for inclusion. For the AAM study, all females >18 years were eligible for inclusion; for the ANM study, only women ages ≥41 were eligible for inclusion. All patients were of diverse ethnicity.

2.2. Algorithm development

We developed a flow chart to visualize the inclusion/exclusion processes for the algorithms (Fig. 1A (AM) and Fig. 1B/C (AAM/ANM)). AM and age at menopause or age at natural menopause (AAM/ANM) are not consistently recorded in the EMR system at VUMC; individuals may enter BioVU through numerous outpatient clinics. The lack of a pre-specified field for AM and AAM/ANM in the EMR necessitated a combination of free text data mining using regular expressions/pattern matching, billing (ICD-9) codes, and procedure (CPT) codes to identify AM and AAM/ANM in the subsequently generated SD. All analysis for this study was performed using the SD.

2.2.1 Age at menarche (AM)

Primary exclusion criteria for AM phenotype consisted of four components: age<7 years, male sex, ICD-9 codes for delayed puberty/sexual development (259.0) and precocious puberty/sexual development (259.1), and keywords (Figure 1A). Inclusion of any of the preceding criteria in the SD resulted in exclusion for the AM study. As part of the de-identification data scrubbing to convert a patient’s EMR to the SD, ages and dates may be masked and listed as “birth-12” or “in teens.” Dates and ages which are not masked were date shifted by up to six months forward or backward from the actual date.

To identify a listed AM for an individual, we utilized pattern matching to seek instances with menarche keyword phrases (Figure 1A). Numbers and dates were allowed to be included as numerals only. Instances where the AM was listed as a date used the subject’s birthdate to calculate the age (in years) at menarche. In cases of ties, where more than one AM was identified and recorded an equal number of times in the SD, the AM was determined to be the one listed first in the SD. If the algorithm identified multiple versions of the AM (an exact age, an age calculated from a date, or a de-identified age), a hierarchy was used to determine the AM for the output, where an exact age or date was prioritized over de-identified age ranges. Instances where multiple different ages were listed in the SD as AM defaulted to the age listed most frequently. We considered situations where the algorithm identified an exact AAM and a de-identified AAM range containing the exact AAM to be the same for purpose of calculating sensitivity, specificity, and positive predictive value (PPV), but different for the purpose of calculating accuracy. The resulting output file contained the subject’s unique research id (RUID), date of birth, and either an algorithm-generated AM or null value.
Figure 1. Flow chart for (A) age at menarche (AM), (B) age at menopause (AAM), (C) age at natural menopause (ANM), and (D) keywords for AAM and ANM algorithms.
2.2.2 Age at menopause (AAM)

For an algorithm to identify all post-menopausal women and their age at menopause (AAM), we initially excluded all males, set a minimum age of 18 years, and excluded patients with a Fragile X diagnosis (ICD-9 759.83) (Figure 1B). Pattern matching was utilized to find keyword phrases similar to those used in the menarche algorithm, substituting “menopause” for “menarche” (Figure 1D). Furthermore, we included keywords pertaining to surgical procedures that induce cessation of menses/menopause (Figure 1D). We excluded instances where the word “possible” immediately preceded a keyword. For instances where the SD had scrubbed the exact age, decade-specific results (e.g. “in 30s”, “in 50s”) were captured by our algorithm. CPT and ICD-9 (Table 1) codes were used to identify women with surgical menopause or menses-ceasing procedures.

<table>
<thead>
<tr>
<th>CPT codes</th>
<th>ICD-9 codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>58150</td>
<td>58285</td>
</tr>
<tr>
<td>58152</td>
<td>58290</td>
</tr>
<tr>
<td>58180</td>
<td>58291</td>
</tr>
<tr>
<td>58200</td>
<td>58292</td>
</tr>
<tr>
<td>58260</td>
<td>58293</td>
</tr>
<tr>
<td>58262</td>
<td>58294</td>
</tr>
<tr>
<td>58263</td>
<td>58353</td>
</tr>
<tr>
<td>58267</td>
<td>58541</td>
</tr>
<tr>
<td>58270</td>
<td>58542</td>
</tr>
<tr>
<td>58275</td>
<td>58543</td>
</tr>
<tr>
<td>58280</td>
<td>58544</td>
</tr>
</tbody>
</table>

After SD review of initial algorithms and subject matter knowledge, we implemented secondary exclusion criteria based on the algorithm-identified AAM and excluded subjects with a calculated AAM<18 or AAM>65 (Figure 1B). A hierarchy was used to determine the AAM for the output, with an exact age or date identified by keyword or pattern matching and ICD-9/CPT codes prioritized over de-identified age ranges. In rare instances where the algorithm identified more than one AAM for a subject, the age recorded most frequently was determined to be the AAM for that patient. In cases of ties, where more than one AAM was identified and recorded an equal number of times in the SD, the AAM was determined to be the one listed first in the SD. We considered situations where the algorithm identified an exact AAM and a de-identified AAM range containing the exact AAM to be the same for purpose of calculating sensitivity, specificity, and PPV, but different for the purpose of calculating accuracy. The resulting output file contained the subject’s unique research id (RUID), date of birth, race/ethnicity, either an algorithm-
2.2.3 Age at natural menopause (ANM)

To discriminate age at natural menopause (ANM) from all instances of menopause (AAM), we extended the AAM algorithm to exclude women aged <41 years, men, and subjects with ICD-9 codes signifying premature ovarian failure/premature menopause (256.31), artificially induced menopause (627.4), ovarian failure (256.39), and Fragile X syndrome (759.83) (Figure 1C). We used pattern matching with the menopause keywords to identify an age at menopause (Figure 1D). We did not use ICD-9 codes, CPT codes, or keywords associated with procedures that induce menopause to identify subjects for the ANM cohort.

Medication delivery and prescriptions are captured by the EMR at VUMC and are included in the SD. To ascertain the temporal relationship between AAM and menopause-inducing/menses-ceasing surgery or hormone replacement therapy (HRT) use, we first calculated the AAM with the alternate algorithm (Figure 1C). Surgery-inducing menopause, determined through CPT and/or ICD-9 codes or keywords, and HRT were not exclusion criteria unless the first instance of surgery or HRT occurred prior to the extended algorithm-identified AAM. Keyword pattern matching was performed using surgical keywords (Figure 1D). We used a combination of brand-name and generic names for HRT identification (Figure 1D). If AAM was identified and no keywords or CPT/ICD-9 codes were found to indicate artificially induced menopause, the subject was deemed to have undergone natural menopause. If surgery or HRT occurred after the algorithm-determined ANM, the subject was also considered to have undergone natural menopause. If the subject had either surgery or used HRT prior to menopause, they were excluded from the cohort and the resulting output was a null value.

We implemented secondary exclusion criteria (Figure 1C) based on the algorithm-identified age at menopause and excluded subjects with a calculated ANM<18 or ANM>65 based on subject matter knowledge and review of early versions of our algorithms. A hierarchy was used to determine the ANM for the output. If the algorithm determined more than one ANM for a subject, we used the same procedure as described above to determine the final ANM generated by our query. We again considered situations where the algorithm identified an exact ANM and a de-identified ANM range containing the exact ANM to be the same for purpose of calculating sensitivity, specificity, and PPV, but different for the purpose of calculating accuracy. The resulting output file contained the subject’s unique research id (RUID), date of birth, race/ethnicity, either an algorithm-generated ANM or null value, the method by which the ANM was calculated (e.g., from ICD-9 code, keyword), and the date in the SD corresponding to the ANM identification.
2.3. Manual review

To determine the sensitivity, specificity, PPV, and accuracy of the AM, AAM, and ANM algorithms, extensive manual chart review was performed by a single individual for consistency. Each algorithm output contained three types of values: exact ages, de-identified ages, and null values. For each algorithm, a random number generator was used to randomize RUIDs within each of the three types of output and the subjects were then sorted in ascending value by the random number. The first 50 subjects in the exact age and de-identified age categories and the first 100 subjects with a null value had their SD reviewed manually to determine the AM, AAM, or ANM. Sensitivity, specificity, PPV and accuracy were calculated by comparing the automated algorithm result to the manual review result for each subject.

3. Results

3.1 Population characteristics

A total of 10,051 females were genotyped on the Metabochip in BioVU by EAGLE for various studies. We identified an age for menarche (exact or de-identified) in 1,618 individuals. For the AAM algorithm, we identified an AAM (exact age or de-identified decade) for 1281 individuals. We identified 83 individuals with an ANM (exact or de-identified decade) (Table 2). The algorithm-extracted mean AM in our population was 12.7 (+/- 2.1 ) yrs. The mean AAM in our population was 44.6 (+/- 9.8) yrs. and the mean ANM was 49.7 (+/- 5.6) yrs. (Table 2). Approximately half of the algorithm extracted AM (54.7%) and ANM (47.0%) were exact ages, while the majority of AAM (92.5%) were exact ages (Table 2).

<table>
<thead>
<tr>
<th>A</th>
<th>M</th>
<th>AAM</th>
<th>ANM</th>
</tr>
</thead>
<tbody>
<tr>
<td>N, total</td>
<td>1618</td>
<td>1281</td>
<td>83</td>
</tr>
<tr>
<td>exact age (n)</td>
<td>885</td>
<td>1185</td>
<td>39</td>
</tr>
<tr>
<td>de-identified age (n)</td>
<td>733</td>
<td>96</td>
<td>44</td>
</tr>
<tr>
<td>Age at event, mean +/- sd (yrs)</td>
<td>12.7 (2.1)</td>
<td>44.6 (9.8)</td>
<td>49.7 (5.6)</td>
</tr>
<tr>
<td>Age range at event (yrs)</td>
<td>8-20</td>
<td>18-65</td>
<td>40-65</td>
</tr>
<tr>
<td>Race/ethnicity (n)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>1232</td>
<td>1112</td>
<td>62</td>
</tr>
<tr>
<td>Hispanic</td>
<td>120</td>
<td>45</td>
<td>4</td>
</tr>
<tr>
<td>Asian</td>
<td>115</td>
<td>66</td>
<td>11</td>
</tr>
<tr>
<td>Other</td>
<td>151</td>
<td>58</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. Population characteristics for women with algorithm-identified age at menarche (AM), age at menopause (AAM), and age at natural menopause (ANM) from EAGLE BioVU. Abbreviations: standard deviation (sd), years (yrs).
3.2 AM algorithm performance

We manually reviewed 200 SD entries for the AM algorithm to determine sensitivity, specificity, PPV, and accuracy. Of the 100 subjects with an algorithm-specified AM, 94 were confirmed by manual review. For the 100 subjects without an AM captured by the algorithm, 99 were not found to have an identifiable AM upon manual review. The AM algorithm had a sensitivity and specificity of 99.0% and 94.3%, respectively, and a PPV of 94.0% (Table 3). We calculated the accuracy of the algorithm by comparing the results for the 94 subjects with both manually identified and algorithm identified AMs, requiring identical results for concordance. Of these 94 subjects, we found 87 where the AM matched in both manual and algorithm identification for an accuracy of 92.6% (Table 4). We observed instances where the algorithm calculated an exact AM (e.g., 8) and manual review found a de-identified AM (e.g., birth-12), or vice-versa. If we allow these to be concordant, accuracy increases to 94.7%.

Table 3. Performance of the age at menarche (AM), age at menopause (AAM), and age at natural menopause (ANM) algorithms in women from EAGLE BioVU.

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>PPV</th>
</tr>
</thead>
<tbody>
<tr>
<td>AM</td>
<td>99.0%</td>
<td>94.3%</td>
<td>92.6%</td>
<td>94.0%</td>
</tr>
<tr>
<td>AAM</td>
<td>94.4%</td>
<td>85.6%</td>
<td>52.4%</td>
<td>84.0%</td>
</tr>
<tr>
<td>ANM</td>
<td>89.8%</td>
<td>75.8%</td>
<td>75.5%</td>
<td>63.9%</td>
</tr>
</tbody>
</table>

3.3 AAM algorithm performance

For the AAM algorithm, we manually reviewed 200 SD entries to determine sensitivity, specificity, PPV, and accuracy. Of the 100 subjects with an algorithm-identified AAM, we identified 82 with AAM via manual review. Only five of the 100 subjects without an algorithm-identified AAM were found to have an identifiable AAM with manual review. Overall, our algorithm was found to have 94.4% sensitivity, 85.6% specificity, and a PPV of 84.0% (Table 3). We also calculated the accuracy of our AAM algorithm by comparing the algorithm-obtained AAM to the manual review-obtained AAM. We observed a 52.4% exact concordance within our 82 subjects with AAMs calculated from both manual review and the algorithm. If we allowed a de-identified age range encompassing an exact age to be considered concordant with the exact age obtained from the other method, our accuracy improved to 61.9%.

3.4 ANM algorithm performance

The ANM algorithm identified 83 individuals with an ANM; therefore, we manually reviewed 183 SD entries to determine the specificity, sensitivity, PPV, and accuracy of our ANM algorithm. Of the 100 individuals with no algorithm-identified ANM, manual review of the SD found 6 instances with an identifiable ANM (Table 3). Of the 83 individuals with an algorithm-specified ANM,
manual review confirmed 53. Overall, the sensitivity and specificity of the ANM algorithm were 89.8% and 75.8%, respectively, and the PPV was 63.9%. Of the 53 subjects with both algorithm- and manually-identified ANM, 40 were an exact match, yielding an accuracy of 75.5%. We again observed instances where the algorithm yielded an exact age, but manual review of the SD obtained only a de-identified ANM range that encompassed the exact age, and vice-versa; if we considered these as concordant, our accuracy increased to 81.1%.

4. Conclusion

Menarche and menopause are the bookends of the reproductive lifespan in women. The timing of these events may increase risk for various complex disorders and cancers, such as osteoporosis and breast cancer [5]. Precocious or delayed menarche may signal the occurrence of hormonal imbalance, inadequate nutrition or caloric intake, or pituitary diseases [5]. The timing of menopause directly affects reproductive capabilities. In addition, premature menopause may result from hormonal imbalances, genetic disorders such as Fragile X Syndrome, metabolic disorders, or autoimmune diseases such as thyroid disease or rheumatoid arthritis [17]. Though the timing of menarche and menopause may increase risk for disease or indicate underlying pathologies, this information is not consistently included in electronic health records, leading to missed opportunities to inform clinical care and represents a challenge to clinicians and researchers alike.

Data-mining EMRs has been used to identify cohorts for research studies [18-21], determine smoking status [22], and predict disease, such as sepsis [23]. Our development of algorithms to extract these important data is notable for the emphasis on diverse populations and attention to women’s health, both historically underrepresented in health outcomes research. The menarche (AM) and menopause (AAM) algorithms have PPV>80% and high specificity and sensitivity, though accuracy of the AAM algorithm was just over 50%. The age at natural menopause (ANM) algorithm had moderately high (>75%) sensitivity and specificity but the lowest PPV, at 63.9%. However, the accuracy of the ANM algorithm bested that of the AAM (75.5% vs. 52.4%, respectively). In addition, the algorithm-extracted ages at menarche, menopause, and natural menopause are consistent with published research, validating our methodology.

Several factors may have reduced the performance of our menopause algorithms. We observed many instances where the ages calculated by the algorithm and by manual review differed by one year. This may have been the result of the date-shifting done within each individual’s SD for de-identification purposes. If the method for calculating the age differed between the methods, it is possible this could result in the observed one-year difference. When we allowed a +/- 1 year difference in the algorithm and manual identified AAM and ANM, the accuracy of our algorithms improved to 70.2% and 90.6%, respectively. The timing of menopause is challenging to identify, as the menstrual cycle becomes more erratic as a woman moves through perimenopause into menopause. Months may lapse between cycles; hormone levels may change substantially. In addition, the normal menopausal age range is quite large, taking place between the ages of 40 and 60. These factors challenge the accurate dating of the onset of menopause.
Furthermore, an algorithm designed to identify the age at menopause may not accurately reconcile multiple mentions in an EMR of menopause. Discerning between natural menopause and medically/surgically induced menopause is an additional challenge. Our extensive list of time-dependent exclusions for HRT and surgical procedures was not exhaustive and may have led to the algorithm identifying an ANM where manual review identified HRT and/or a procedure artificially inducing menopause. Correctly identifying the temporal relationship between attainment of natural menopause and surgical procedures that result in menopause may perform inconsistently in the absence of these data in structured fields in an EMR. Addressing some of these issues by including structured fields for age at menarche, age at menopause, and type of menopause (natural/medical), and standardizing the reporting of these data could greatly improve the performance of our algorithms.

We have demonstrated the performance of algorithms designed to extract the age at menarche and age at menopause from the Synthetic Derivative, a de-identified version of the electronic medical record at Vanderbilt University Medical Center. Furthermore, we have developed an algorithm to discriminate naturally occurring menopause from artificially-induced menopause. Our method combining text-mining for regular expressions and pattern matching, and structured data derived from the EMR to obtain the age at menarche and the age at menopause is likely to be easily transferable to other institutions, given the simplicity of the approach. Overall, these algorithms provide an opportunity for researchers and clinicians to obtain these valuable, though inconsistently reported data.
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Label propagation methods are extremely well-suited for a variety of biomedical prediction tasks based on network data. However, these algorithms cannot be used to integrate feature-based data sources with networks. We propose an efficient learning algorithm to integrate these two types of heterogeneous data sources to perform binary prediction tasks on node features (e.g., gene prioritization, disease gene prediction). Our method, LMGraph, consists of two steps. In the first step, we extract a small set of “network features” from the nodes of networks that represent connectivity with labeled nodes in the prediction tasks. In the second step, we apply a simple weighting scheme in conjunction with linear classifiers to combine these network features with other feature data. This two-step procedure allows us to (i) learn highly scalable and computationally efficient linear classifiers, (ii) and seamlessly combine feature-based data sources with networks. Our method is much faster than label propagation which is already known to be computationally efficient on large-scale prediction problems. Experiments on multiple functional interaction networks from three species (mouse, fly, C.elegans) with tens of thousands of nodes and hundreds of binary prediction tasks demonstrate the efficacy of our method.

Keywords: gene function prediction; graph-based learning; label propagation; ensemble learning.

1. Introduction
Network-based prediction algorithms are widely used in biomedical prediction tasks. These prediction tasks often share a number of properties – a small number of labeled nodes (e.g., genes or patients), a large number of unlabeled nodes, and sparse connectivity among the nodes – that make label propagation algorithms particularly well-suited to the domain. In particular, algorithms proposed by Zhu et al. and Zhou et al. have only a single free parameter and permit very efficient implementations, and can therefore be applied to very large prediction problems with very little labeled data. Despite their simplicity, these algorithms perform surprisingly well on prediction benchmarks, see for example, Refs. 6 and 7.

However, “feature-based” data are often available for individual nodes in the networks – for example, gene features could include the presence of particular protein domains, sequence conservation levels, associations with disease, phenotypes associated with its deletion mutants.
Representing this feature data by a network-based similarity measure requires grouping features and measuring similarity among feature profiles. This approach loses information about individual feature values, as well as generating a dense similarity network that slows down label propagation algorithms. In this paper, we describe a new algorithm related to label propagation which retains many of its advantages while also allowing heterogeneous feature and network data to be integrated into a common framework.

Although the algorithm we describe can be applied to any domain, for concreteness and because of the existence of comprehensive benchmark data, we consider the problem of predicting gene function from heterogeneous genomic and proteomic data sources.\textsuperscript{8–11} Here, one is given a set of genes (query) with a given annotation, and asked to find genes similar to the query. The classic example of this type of problem is predicting Gene Ontology (GO) annotations but could also involve predicting disease associated genes. Functional interaction networks are a widely used representation to capture information about shared gene function present in genomic and proteomic data sources.\textsuperscript{8,11} A popular approach to solving this problem is to combine these networks into a composite network\textsuperscript{6,12} and, along with a set of labels that describe the gene function, use them as inputs to a graph-based learning algorithm such as label propagation.\textsuperscript{4,5} The main advantage of these methods is that they are computationally efficient. Both label propagation and the method of Tsuda \textit{et al.}\textsuperscript{12} admit a solution of the form $P^{-1}q$, where $P$ is a sparse matrix, and can be computed by solving a sparse linear system whose time complexity is almost linear in the number of non-zero entries in $P$.\textsuperscript{13}

Despite being computationally efficient, the algorithms proposed by Tsuda \textit{et al.}\textsuperscript{12} and Mostafavi \textit{et al.}\textsuperscript{6} cannot be used to integrate feature-based data sources (attributes) with networks. A natural solution to this problem is to construct a similarity graph\textsuperscript{a} (preferably sparse) from the feature-based data. This can be done by first computing a kernel matrix from the features, for example, using the dot-product kernel or the radial basis function (RBF) kernel, and then by using an appropriate method to sparsify the dense kernel matrix. However, as mentioned above, the main drawback of this approach is the potential loss of information during the graph construction step and the inability to produce interpretable models. By interpretable models, we mean linear prediction models learned from feature-based data sources that allow us to assess the importance of the learned weights/parameters.

Another solution is to use multiple kernel learning (MKL).\textsuperscript{14} Given a set of kernels $\{K_d\}$, the goal of MKL is to learn a (linear) combination of kernels, $K = \sum_d \mu_d K_d$ (where $\mu_d \geq 0$ are the weights assigned to the individual kernels), along with the classifier parameters. Although there has been a lot of progress in designing efficient optimization methods for MKL (see, for example, Refs. 15 and 16, and references therein), these methods are not efficient to solve the specific problem of learning from multiple graphs for several reasons. In order to use MKL on graphs, we have to first compute a kernel on graphs.\textsuperscript{17} Unfortunately, the resulting kernel matrix is dense and storing a pre-computed kernel matrix is infeasible for graphs with tens of thousands of nodes. Also, it is not possible to compute graph kernels “on-the-fly” unlike, for example, an RBF kernel, thereby forcing us to store the entire kernel matrix in memory. Furthermore, training a kernelized classifier (for example, non-linear SVMs) is computationally

\textsuperscript{a}We use the terms graph and network interchangeably.
more expensive than training a linear classifier, and has the drawback of not being able to produce interpretable models. Although several advances have been made in machine learning to scale linear classifiers (see, for example, Ref. 18), large-scale learning of kernelized (non-linear) classifiers still remains a difficult problem to solve.

We propose a computationally efficient two-step procedure to integrate multiple functional interaction networks and feature-based data sources for gene function prediction. First, we extract a small set of discriminative features from the network nodes. Then, we apply a simple weighting scheme in conjunction with linear classifiers to combine these features. When compared to the methods proposed by Tsuda et al.\textsuperscript{12} and Mostafavi et al.,\textsuperscript{6} our method has the advantage of being able to combine networks with feature-based data sources. Furthermore, our method allows us to learn highly scalable and efficient linear classifiers for gene function prediction from tens of thousands of nodes and hundreds of GO biological process categories. Using our method, we were able to train classifiers much faster than label propagation which is already known to be computationally efficient on large-scale prediction problems.

1.1. Preliminaries

Given $k$ undirected graphs, $G_d = (V_d, E_d), d \in \{1, \ldots, k\}$, each of them having $n$ nodes, and a set $V_\ell \subset V$ of labeled nodes, the goal is to learn a binary classifier $f : V \to \{0, 1\}$ to predict node labels by using (edge) information from all the graphs. For single graphs, the standard approach to learn such a classifier is to propagate labels in the graph.\textsuperscript{4,5} Let $W = (w_{ij})_{i,j=1,\ldots,n}$ denote the weighted adjacency matrix of the graph, $D$ denote the diagonal degree matrix whose entries are $d_{ii} = \sum_j w_{ij}, \forall i \in \{1, \ldots, n\}$. Let $L$ denote the unnormalized graph Laplacian defined as $L = D - W$. Label propagation is reduced to the following optimization problem:

$$
\hat{f} = \arg\min_{f \in \mathbb{R}^n} \sum_{i \in V_\ell} (f_i - y_i)^2 + \lambda \sum_{i,j \in E} w_{ij} (f_i - f_j)^2
$$

$$
= \arg\min_{f \in \mathbb{R}^n} \sum_{i \in V_\ell} (f_i - y_i)^2 + \lambda f^\top L f,
$$

where $y$ is the label vector and $\lambda > 0$ is a regularization parameter. The estimate $\hat{f}$ can be used to score/rank the nodes where higher scores imply higher confidence in the classifier to assign a positive label to the nodes. Label propagation is a transductive learning algorithm where unlabeled examples are used for training. Since gene function prediction is a highly unbalanced classification problem, we redefine the labels to take one of three values from $\{-1, +1, u\}$ and label all the unlabeled nodes with $u = (n^+ - n^-)/n$, where $n^+$ and $n^-$ are the number of positive and negative labels respectively.\textsuperscript{6} The solution to this problem can be computed by solving the sparse system of equations: $(L + \lambda I)\hat{f} = y$, where $I$ denotes the identity matrix.

To combine multiple graphs, we construct a composite graph with adjacency matrix $W = \sum_{d=1}^k \mu_d W_d$, where $\mu_d \geq 0$ are the weights assigned to the individual graphs. If these weights are known, then we can compute the corresponding composite Laplacian and plug it into the optimization problem (1). Tsuda et al.\textsuperscript{12} showed that the weights $\{\mu_d\}$ can be
computed by solving for
\[ \hat{\mu} = \arg\min_\mu y^T \left( I + \sum_{d=1}^k \mu_d L_d \right)^{-1} y, \quad \text{s.t.} \quad \sum_d \mu_d \leq \lambda. \]

Mostafavi et al.\(^6\) proposed another algorithm to compute the network weights and showed that it performed better than the method of Tsuda et al.\(^12\) In this algorithm, network weights are estimated by solving the following constrained linear regression problem:
\[ \hat{\mu} = \arg\min_\mu \| T - \sum_d \mu_d W_d \|_2^2, \quad \text{s.t.} \quad \mu_d \geq 0, \quad \forall d \in \{1, \ldots, k\}, \tag{2} \]
where \( T \) is the target matrix whose entries are \( t_{ij} = (n^-/n)^2 \) if genes \( i \) and \( j \) are both positive and \( -n^+n^-/n^2 \) if genes \( i \) and \( j \) have opposite labels.

2. Methods

2.1. Extracting features from graph nodes

We first describe a method to extract discriminative features from graphs, where by discriminative we mean that the feature extraction method takes label information into account. Our feature extraction method is based on the 3Prop algorithm proposed by Mostafavi et al.\(^19\) that labels the nodes of graphs using only three degrees of propagation. Let \( P = D^{-1}W \) denote the transition probability matrix of the graph. The entries \( p_{ij} \) of \( P \) are the probability that a random walk of length one starting from node \( i \) ends at node \( j \). The \( r \)-step probability matrix \( P^r \) can be similarly interpreted as the random walk probabilities of length \( r \). Let \( y \) denote the 0/1 vector of labels used for training. Now, if we compute the matrix-vector product \( x^{(r)} = P^r y \), then the \( i \)-th element \( x^{(r)}_i \) can be interpreted as the probability that a random walk of length \( r \) from node \( i \) ends at a positively labeled node. Mostafavi et al.\(^19\) argued and demonstrated empirically that random walks of length at most three suffice to propagate labels in biological networks. We use these probabilities as features for the nodes in the graph, i.e., for every node \( i \in V \), we form the three-dimensional 3Prop feature vector \([x^{(1)}_i, x^{(2)}_i, x^{(3)}_i]\). Note that the probability matrix \( P \) is asymmetric. A symmetric version can be computed by setting \( P = D^{-1/2} WD^{1/2} \). Algorithm 2.1 describes the feature extraction method. It is important to note that this feature extraction method is computationally highly efficient. As shown in Step 2 in Algorithm 2.1, it is not necessary to explicitly compute \( P^{(r)} \) using dense matrix-matrix products; instead, it can be computed efficiently in a recursive manner using only sparse matrix-vector products. Given these features, we learn a binary linear classifier \( h : \mathcal{X} \to \{0, 1\} \), where \( \mathcal{X} \) denotes the feature space, parameterized by a weight vector \( w \in \mathbb{R}^3 \) and make predictions as \( h(x) = w^\top x \). Note that \( h(\cdot) \) is essentially a scoring function that can be used to score/rank nodes according to how confident the classifier is for the nodes to have a positive label.

2.2. Combining multiple graphs

We extract 3Prop features from the nodes of all the \( k \) graphs using the feature extraction method described in Algorithm 2.1. The next step is to learn a classifier by combining all
Algorithm 2.1 3Prop - Feature extraction from graph nodes

Input: Graph $G = (V,E)$ ($|V| = n$) with adjacency matrix $W$ and degree matrix $D$, label vector $y \in \{0,1\}^n$

Output: Feature matrix $X \in \mathbb{R}^{n \times 3}$

1: Compute $P = D^{-1}W$ (asymmetric) or $P = D^{-1/2}WD^{-1/2}$ (symmetric)
2: Compute $x^{(1)} = Py$, $x^{(2)} = Px^{(1)}$, $x^{(3)} = Px^{(2)}$
3: return $X = [x^{(1)} | x^{(2)} | x^{(3)}]$

these feature sets. A principled solution to this problem is to use multiple kernel learning (MKL). It is important to note that we do not have to design a kernel given the features extracted from the graph nodes. In other words, MKL can applied with a linear kernel. This greatly reduces the computational complexity of learning classifiers in the MKL framework and allows us to scale our method to graphs with thousands of nodes. Although several advances have been made to solve the MKL problem, it has been found that a uniform weighting of kernels is a hard baseline to outperform.\textsuperscript{20,21} Cortes \textit{et al.}\textsuperscript{21} proposed a simple yet computationally efficient algorithm that was shown to perform better than uniform weighting and also traditional MKL methods.\textsuperscript{14} The algorithm consists of two steps: first, independent classifiers are trained using each of the given kernels; then, the weights of these classifiers are determined using an appropriate weighting scheme. We use a similar approach in our algorithm and describe the two steps below.

We use regularized least-squares regression (RLSR) since the loss function minimized by label propagation is squared loss noting, however, that any loss function such as the hinge loss (SVM), the logistic loss (logistic regression) or the ranking loss (RankSVM\textsuperscript{22}) can be used. We solve the following set of (independent) optimization problems to estimate the parameters of the classifiers, one for each of the $k$ graphs:

$$\hat{w}_d = \arg\min_w \sum_i (y_i - w^\top x_{id})^2 + \lambda \|w\|_2^2, \quad \forall d \in \{1,\ldots,k\},$$

where we have used $x_{id} \in \mathbb{R}^3$ to denote the 3Prop feature vector for the $i$-th node in graph $d$. The solution to this problem can be computed in closed form as $\hat{w}_d = (X_d^\top X_d + \lambda I)^{-1}X_d^\top y$, where $X_d \in \mathbb{R}^{n \times 3}$ is the feature matrix corresponding to the graph $G_d$ (cf. Algorithm 2.1). Note that computing this solution requires the inversion of a small $3 \times 3$ matrix. In practice, we found this method to be much faster than label propagation (1).

We then evaluate the performance of these classifiers on a separate validation set and use this performance measure directly as the network weights $\{\mu_d\}$. Specifically, we use the area under the ROC curve (AUC) as the performance measure, which is defined as follows:

$$\text{AUC}(y, \hat{y}) \propto \sum_{(i,j):y_i > y_j} \left( [\hat{y}_i > \hat{y}_j] + \frac{1}{2} [\hat{y}_i = \hat{y}_j] \right),$$

(3)

where $y$ and $\hat{y}$ are the target and the predicted label vectors respectively, and $[p] = 1$ if $p$ is True and 0 otherwise. We use AUC since the data sets in this domain are typically highly unbalanced and the use of other performance measures such as 0/1 error is not useful in such
Algorithm 2.2 LMGraph - Learning from Multiple Graphs

**Input:** $k$ undirected graphs, $G_d = (V, E_d)$ ($|V| = n$) with adjacency matrix $W_d$, label vector $y \in \{0, 1\}^n$, training and validation set indices $t, v \subset \{1, \ldots, n\}$

**Output:** classifier parameters $\{w_1, \ldots, w_k\}$, network weights $\{\mu_1, \ldots, \mu_k\}$

1: For all $i \in \{1, \ldots, n\}$: $\tilde{y}_i = y_i$ if $i \in t$, 0 otherwise \{training labels\}
2: for $d = 1 \ldots k$
3: \hspace{1em} $X_d = 3\text{Prop}(G_d, \tilde{y})$ \{extract features\}
4: \hspace{1em} $w_d = \text{RLSR}((X_d)_t, (\tilde{y})_t)$ \{train classifier\}
5: \hspace{1em} for all $i \in \{1, \ldots, n\}$: $\tilde{y}_i = y_i$ if $i \in v$, 0 otherwise \{validation labels\}
6: \hspace{1em} $\mu_d = \text{AUC}((\tilde{y})_v, (X_d)_v w_d)$ \{estimate network weights\}
7: end for
8: return $\{w_1, \ldots, w_k\}$, $\{\mu_1, \ldots, \mu_k\}$

scenarios. We note that Cortes et al.\textsuperscript{21} used a learning method (for example, SVM, Lasso or RLSR) to learn the weights $\{\mu_d\}$ of the independent models using their predictions on the validation set as “features.” While it is indeed possible to optimize AUC\textsuperscript{22} and learn the weights $\{\mu_d\}$, we refrained from following this approach because training a RankSVM is computationally expensive. Our own experience with learning these weights by solving the constrained least-squares regression problem: $\arg\min_{0 \leq \mu \leq 1} \sum_i (\sum_d \mu_d h_d(x_i) - y_i)^2$ did not result in performance gains when compared to simply using AUC for the network weights.

Algorithm 2.2 describes our method, LMGraph, for gene function prediction from multiple graphs. The final predictions are made according to $\hat{y}(x) = \sum_d \mu_d h_d(x) = \sum_d \mu_d \cdot (w_d^\top x)$. Given this algorithm, it is straightforward to integrate feature-based data sources with the functional interaction networks – we simply combine any additional feature-based data with the 3Prop feature sets extracted using Algorithm 2.1 and train LMGraph described in Algorithm 2.2 using these feature sets.

3. Results and Discussion

3.1. Data sets and experimental setup

The data sets in our experiments consists of multiple functional interaction networks in three species – mouse, fly and \textit{C.elegans}. The mouse data set consists of seven networks with 19,559 genes constructed from gene expression, protein interaction and domain composition data. To demonstrate the integration of feature-based data with networks, we also included 6,273 protein domain features extracted from Ensembl.\textsuperscript{23} The fly data set consists of 28 networks with 13,457 genes constructed from genetic and physical interaction, co-expression, and co-localization data. The \textit{C.elegans} data set consists of 30 networks with 18,946 genes constructed from co-expression and shared protein domain data. All the network and feature-based data sources were downloaded from the GeneMANIA prediction server.\textsuperscript{24}

To evaluate the gene function prediction task, we use the GO biological process (BP) function categories\textsuperscript{25} as target labels. In all the experiments, we use all the categories with at least 30 annotations. This resulted in 954, 963 and 724 categories (binary prediction tasks)
for the mouse, fly and *C.elegans* data sets respectively.

We report results from three main experiments: (i) In the first experiment, we evaluate the predictive ability of classifiers trained with 3Prop features extracted from graphs in direct comparison to label propagation (cf. (1)). In this experiment, we combine the networks using uniform weights. (ii) In the second experiment, we compare our algorithm to learn from multiple graphs, LMGraph, as described in Algorithm 2.2 with both label propagation and regularized least-squares regression trained on a composite network where the networks are combined using uniform weights. We use 3Prop features in all the comparisons. (iii) In the final experiment, we combine feature-based data and networks from the mouse data set and evaluate the performance of LMGraph.

In all the experiments, we split the data sets in a stratified manner into training, validation and test sets in the ratio of 3:1:1. We report the performance of the algorithms measured in terms of the average ranking error, i.e., 1-AUC (cf. (3)), on the test data sets from five such trials in all the experiments. We use the validation sets to tune the regularization parameter, selected from the set $\{2^{-14}, 2^{-12}, \ldots, 2^6, 2^8\}$, in label propagation and regularized least-squares regression. We evaluate the statistical significance of the results based on the Wilcoxon signed-rank test when comparing the AUC for all the GO categories resulting from pairs of algorithms. In all the figures below, double asterisk (***) indicates that the predictive performance gains due to our method are significant when compared to the competing/baseline methods with $p \leq 0.005$; single asterisk (*) indicates that the differences in performance are not significant.

### 3.2. Justification for 3Prop features

We begin with an empirical justification for extracting node features from random walks of length at most three. As mentioned before, Mostafavi *et al.*\textsuperscript{19} argued and demonstrated empirically that random walks of length three suffice to propagate labels in several types of networks, including functional interaction networks. In most of these networks, random walks quickly converge to the stationary distribution over the nodes, and therefore longer random walks do not carry any discriminative information useful for labeling the nodes. Let $\pi \in \mathbb{R}^n$ denote the stationary distribution with the property $\lim_{r \to \infty} P^r = \mathbf{1}\pi^\top$ ($\mathbf{1}$ is vector whose elements are all one), and is computed as $\pi = d/\sum_i d_i$, where $d_i$ is the degree of the node $i$. The total variation distance between probability distributions $p$ and $q$ is defined as $\delta(p, q) := (1/2) \sum_i |p_i - q_i|$. This distance can be used to study the convergence of random walks. For a random walk starting from node $i$, we compute the total variation distance between the distribution $e_i^\top P^r$ ($e_i$ is a vector with 1 at position $i$ and 0 elsewhere) and the stationary distribution $\pi$. The smallest value of $r$ at which this distance falls below a fixed value $\epsilon$ is known as the mixing time of the random walk, which gives us a measure of how close the distribution for random walk of length $r$ is to the stationary distribution $\pi$. Typically, $\epsilon$ is chosen to be 0.25. The total variation distance computed for varying random walk lengths is shown in Figure 1 for mouse, fly and *C.elegans* networks for 100 different random walks starting from 100 randomly chosen nodes. Each gray line shows the effect of random walk length on the total variation distance for a random walk starting from a random node, and the red line shows the median of 100 such random walks. For each species, we combine all
Fig. 1. Total variation distance for varying random walk lengths for mouse, fly and C.elegans networks, computed for 100 different random walks. Each gray line indicates a random walk starting from a random node, and the red line shows the median. The dashed line corresponds to a total variation distance of 0.25. The networks with uniform weights and compute the transition probability matrix $P = D^{-1}W$ from this combined network. From the figure, we observe that for $r = 3$, the total variation distance has dropped below or close to 0.25 for all the networks, thus confirming the findings of Mostafavi et al.\textsuperscript{19} for the data sets used in our experiments.

3.3. 3Prop vs. LProp

We compare the performance of label propagation (LProp) with regularized least-squares regression (RLSR) trained with asymmetric and symmetric 3Prop features. In this experiment, we first combine all the networks for a given species with uniform weights to construct a single composite network. We then extract 3Prop features (cf. Algorithm 2.1) from this composite network and train RLSR with these features. For label propagation, we optimize the objective function (1) on the composite network. In Figure 2, we show the ranking errors\textsuperscript{b} for both these methods trained on mouse, fly and C.elegans networks across all the GO biological process function categories. For all the networks, RLSR trained with both asymmetric and symmetric 3Prop features performs significantly better than or its performance is on par with label propagation.

\textsuperscript{b}We do not show absolute AUC scores in the figures due to space constraints. In general, we observed percentage decrease in ranking errors across a wide range of AUC scores in all the experiments.
This experiment clearly demonstrates the predictive ability of classifiers trained with 3Prop features and their potential as an alternative to label propagation for graph-based semi-supervised learning. We also observed that training a classifier with 3Prop features is computationally more efficient than label propagation even on sparse networks. As an example, on the mouse networks with 19,559 genes and a biological process function category with 100 annotations, the training time of RLSR with asymmetric and symmetric 3Prop features were 2.64s and 3.02s respectively for one trial which includes the tuning of regularization parameter, whereas label propagation took 35.29s for the same task on a 2 x 2.66 GHz dual-core processor with 4 GB of memory.

3.4. \textit{LMGraph vs. LProp and 3Prop}

In this experiment, we first compare the performance of LMGraph with label propagation trained on composite networks combined using uniform weights. The results are shown in Figure 3 for asymmetric and symmetric 3Prop features. On all the networks, LMGraph performs significantly better than label propagation for both asymmetric and symmetric 3Prop features. On the \textit{C.elegans} data set, we found that a slightly different version of Algorithm 2.2 wherein we first use the estimated weights \( \{ \mu_d \} \) to construct a composite network and then extract 3Prop features from the resulting network, followed by training an RLSR with these features performed better than the ensemble method described in Algorithm 2.2.

We also compare the performance of LMGraph with RLSR trained using 3Prop features extracted from the composite networks combined using uniform weights. The results are shown in Figure 4 for asymmetric and symmetric 3Prop features. Here, we found that LMGraph did not significantly boost the predictive performance, especially for symmetric 3Prop features and the \textit{C.elegans} networks. However, we would like to emphasize that RLSR trained on composite networks combined using uniform weights, where we first combine the networks and then extract 3Prop features, is a strong baseline. In fact, this is a much stronger baseline than training RLSR with all the \( 3 \times K \) 3Prop features and this was verified by us in our
Fig. 3. Performance of LMGraph trained with asymmetric (left) / symmetric (right) 3Prop features and label propagation on mouse, fly and C.elegans networks.

Fig. 4. Performance of LMGraph and RLSR trained with asymmetric (left) and symmetric (right) 3Prop features on mouse, fly and C.elegans networks.

experiments. Indeed, as is clearly evident from Figure 2 in the previous experiment, we see that these classifiers with a simple uniform weighting scheme performed significantly better than label propagation trained using the same composite networks.

3.5. **LMGraph with features**

In the final experiment, we integrate protein domain features into our learning algorithm to demonstrate the benefits of combining feature-based data sources with functional interaction networks. The results are shown in Figure 5 for the mouse networks. Integrating feature-based data into LMGraph results in significant improvements in AUC for both asymmetric and symmetric 3Prop features when compared to LMGraph trained using only the network data. Furthermore, when compared to RLSR trained with 3Prop features extracted from a composite network combined with uniform weights, we found that LMGraph trained with the protein domain features results in significant performance gains for both asymmetric and symmetric 3Prop features. LMGraph with features also performs significantly better than
Fig. 5. Performance comparison of LMGraph trained using asymmetric (left) / symmetric (right) 3Prop and protein domain features with LMGraph, RLSR (3Prop) and label propagation (LProp) trained on a composite network combined with uniform weights on the mouse networks.

label propagation trained on a composite network combined with uniform weights; we note that it is not possible to combine features with label propagation using existing methods.\textsuperscript{12,20}

4. Conclusions

We proposed a computationally efficient machine learning algorithm, \textit{LMGraph}, for gene function prediction from multiple functional interaction networks. The crux and novelty of our algorithmic contribution lies in the computationally efficient two-step procedure that allows us to combine multiple graph-based and feature-based data sources, where in the first step we extract features from the nodes of graphs and in the second step we combine these feature sets and train \textit{linear} predictors. Our feature extraction method is based on the method proposed by Mostafavi \textit{et al.},\textsuperscript{19} which is known to work well on functional interaction networks. We used a variant of the ensemble method proposed by Cortes \textit{et al.}\textsuperscript{21} to combine multiple data sources since (i) it has been shown to perform better than the traditional MKL methods,\textsuperscript{14} (ii) it has been shown to outperform the strong uniform weighting baseline, and (iii) it is extremely easy to implement as a machine learning practitioner in bioinformatics. However, we would like to emphasize that the user is free to design and use other relevant feature extraction methods on graphs such as spectral embeddings and also other standard multiple kernel learning methods (with a linear kernel) in these steps.

We have shown experimentally that training linear predictors with symmetric and/or asymmetric graph-based 3Prop features is a viable alternative to label propagation. Furthermore, using these features in LMGraph resulted in significant performance gains when compared to propagating labels on composite networks combined using uniform weights which is known to be a hard baseline.\textsuperscript{12,20,21} We have also demonstrated that our method, LMGraph, can be used to combine attribute data with functional interaction networks and that this combination can result in significant performance gains for gene function prediction tasks.
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1. Introduction

Assigning functions to genes and proteins is a major challenge of biological research. Recent genome-scale data capture distinct but possibly noisy and incomplete views of cellular function. Collectively, these data provide valuable information for inference of gene and protein functions but require computational approaches capable of joint treatment of heterogeneous data sources.

Gene function prediction aims to provide a set of functional terms along with associated confidence for a given uncharacterized or partially characterized gene. In this work, we take a step towards improved gene function prediction through fusion of data sets that are either directly related to genes, such as genetic interactions, or are circumstantial, such as Medical Subject Headings (MeSH) terms assigned to the relevant biomedical literature. In our previous work, we proposed a matrix factorization-based data fusion\(^1\) and demonstrated its utility in detection of drug-toxicity.\(^2\) Its advantage over some well-known approaches that infer prediction models through integrative data analysis is its ability to directly consider data modality
and to retain the structure of data representation during fusion. Our algorithm can include any data source that can be represented in a matrix whereby the concrete selection of data sources depends on the given function prediction task.

Methods for gene function prediction often consider a metric space of genes, that is, a gene set equipped with a notion of distance or similarity between any pair of genes.  All available data has to be expressed through relations between genes and their functions, although for specific data sources that might not be natural in any sense. For instance, to include the semantic structure of the MeSH terms into the prediction model we should design a metric that would, for a pair of genes, measures the distance between the MeSH terms that are assigned to relevant gene-pair-associated literature. Such distance function is hard to construct, and for integration of many heterogeneous data sources, becomes a major obstacle in development of prediction system. Our approach can consider circumstantial evidence for gene function prediction directly even if expressed in a non-gene space. Its principal novelty is the ease of adding new data sources without requiring their substantial preprocessing or transformation. Data sources are simultaneous considered during data fusion and construction of predictive model.

In the paper we outline our previously proposed data fusion algorithm and then study it in computational experiments on three function prediction tasks for baker’s yeast and slime mold’s genome-wide data sets. We fuse eleven data sources to predict the Gene Ontology (GO) annotations in slime mold *D. discoideum* and investigate the recognition of particular classes of proteins in baker’s yeast *S. cerevisiae* by combining four data sources on cytoplasmic ribosomal class and four sources on membrane proteins. Our principal contribution in this work is a demonstration that matrix-based data fusion approach can be applied to gene function prediction problem and can successfully integrate a diverse set of data sources, thus raising the accuracy of predictions.

2. Related Work

Methods to predict gene annotations either follow approaches that transfer annotations from well-characterized to partially characterized genes, or approaches that directly associate genes with functional classes using supervised learning. Although annotation transfer is appealing at first sight, excessive transferring causes error propagation and is often outperformed by sophisticated classification algorithms.

Recent methodological contributions to gene function prediction aim at extracting features from different biological data sets and use them to train classifiers for functional categories, such as GO terms or KEGG pathways. They derive features from gene expression profiles, genetic interactions, protein-protein interaction networks, conserved protein domains, sequence similarity, physiochemical properties, co-expression and data on orthologs. For example, Vinayagam et al. (2004) and Mitsakakis et al. (2013) both applied support vector machines for the classification of GO terms from sequence data and microarray experiments, respectively, and Yan et al. (2010) trained a random forest classifier for each functional category separately and tested their prediction model on data from fruit fly. The accuracy of developed methods for gene function prediction has been further improved by integrat-
ing data using multi-classifier approaches, Bayesian reasoning, network-based analysis and kernel functions derived from different sources by multiple kernel learning. Automated gene and protein function prediction methods are often trained to only one species, are not available for high-volume and heterogeneous data, or require the use of data derived by experiments, such as microarray analysis. The approach we proposed in this manuscript is organism-independent, it can be applied for various subsets of functional terms and it provides confidence estimates of predictions. Also, it does not impose any restrictions on the nature of underlying data.

Due to great potential of methods for computational prediction of gene function we recently witnessed several initiatives for the critical assessment of their performance in different experimental settings. These evaluations concluded that although best methods perform well enough to guide the experiments, there is considerable need for improvement of currently available approaches one of which is efficient data integration.

3. Methods

Matrix factorization-based data fusion can in principle consider an unlimited number of data sources. In the context of gene function prediction, these could either describe characteristics of genes and proteins directly (e.g., their physical interactions) or indirectly (e.g., through MeSH terms that are assigned to scientific publications, which in turn mention the genes of interest). Fig. 1 provides a toy example that combines five data sources on objects of three different types: genes, GO terms and experimental conditions. Given a multitude of data sources, we assume that each source describes relations between objects of two types. Data fusion by matrix factorization involves three main steps. First, every data source is represented as a matrix and together they are organized in a block-based matrix representation (Fig. 1, left; Sec. 3.2). Constraint matrices, $\Theta_i$, relate objects of type $i$ and are placed on the main diagonal of block representation. The off-diagonal blocks, which relate objects of different types, $i$ and $j$ ($i \neq j$), are called relation matrices, $R_{ij}$. We expect that these matrices are sparse and that some are completely missing because associated data sources are not available. For example, a missing source from Fig. 1 would relate GO terms to experimental conditions. Second, we simultaneously factorize all relation matrices such that low-rank matrix factors are shared between decompositions of relation matrices that describe objects of common type (Fig. 1, middle; Sec. 3.3). Constraints indicate pairwise similarities or dissimilarities (it depends on signs of values) between the two objects. If constraints are violated, for instance, if two highly similar objects have very different low-rank profiles (i.e. corresponding rows in matrix factors), then current low-rank matrix approximations are penalized. Finally, we employ low-rank matrix factors to complete unobserved entries in relation matrices, to predict GO terms and to estimate confidence of predictions (Fig. 1, right; Sec. 3.4 and Sec. 3.5).

We apply data fusion to infer relations between genes or proteins and their functions. We observe target relation matrix in the context of all other data sources. We assume that it is encoded as a $[0, 1]$-matrix that is only partially observed. Its entries indicate a degree of relation, 0 denoting that corresponding function is absent from the gene and 1 denoting the highest confidence that gene performs a specific function. We aim to predict its unobserved
entries by reconstructing them through matrix factorization.

Fig. 1: An example of data fusion by matrix factorization that combines five data sources on objects of three different types: genes, Gene Ontology (GO) terms and experimental conditions. Target matrix relates genes to GO terms (matrix with colorful entries). Data is presented in a block-based system (left), then a compressed representation is inferred that shares low-rank matrix factors between decompositions of relation matrices (shown by matrices with grey entries), which relate objects of common type (middle). Constraint matrices (shown by matrix with blue entries) penalize violations of similarity constraints. Finally, original matrix of gene annotations is completed (right).

3.1. Data

3.1.1. Gene Annotation Prediction in Slime Mold

In this study we observe objects of six different types: genes (type 1), GO terms (type 2), experimental conditions (type 3), publications from the PubMed database (PMID) (type 4), MeSH descriptors (type 5), and KEGG\(^{a}\) pathways (type 6). The organization of object types and data sources is shown in Fig. 2a; fusion algorithm can integrate all available data if the underlying graph is connected. We include gene expression measurements at different time-points of a 24-hour development cycle\(^{22}\) (\(R_{13}\), 14 experiments), gene annotations with experimental evidence code to 148 generic slim terms from the GO (\(R_{12}\)), associations of PMIDs and genes from dictyBase\(^b\), March, 2013 (\(R_{14}\)), genes participating in KEGG pathways (\(R_{16}\)), assignments of MeSH descriptors to publications from PubMed (\(R_{45}\)), references to published work associated with GO terms (\(R_{42}\)), and associations of enzymes involved in KEGG pathways and related to GO terms (\(R_{62}\)). To balance the target matrix \(R_{12}\) for the purpose of performance evaluation we add an equal number of non-associations for which there is no evidence of any type in the GO.

We consider protein interaction scores from STRING v9.0\(^c\) (\(\Theta_1\)), the number of common ortholog groups between KEGG pathways (\(\Theta_6\)) and slim term similarity scores (\(\Theta_2\)) that are

---

\(^{a}\)http://www.kegg.jp
\(^{b}\)http://dictybase.org/Downloads
\(^{c}\)http://string-db.org
computed as $-0.8^{\text{hops}}$, where hops is the length of the shortest path between two terms in the GO graph. Similarly, MeSH descriptors are constrained with the average number of hops between each pair of descriptors in the MeSH hierarchy ($\Theta_5$).

3.1.2. Yeast Ribosomal Protein Classification

We observe three object types: proteins (type 1), cellular complexes (type 2) and experimental conditions (type 3). Their relations are described by four data sources that correspond to arcs in Fig. 2b. We consider the MIPS Comprehensive Yeast Genome Database (CYGD)$^d$ assignments of 1150 yeast proteins to cellular complexes, of which 134 participate in the ribosome and the remaining $\sim$5000 yeast proteins are unlabeled.$^{18}$ We include gene expression measurements from the Stanford Microarray Database ($\mathbf{R}_{13}$, 441 experiments), protein interactions from STRING v9.0$^c$ ($\Theta_1^{(1)}$) and Smith-Waterman pairwise sequence comparisons ($\Theta_1^{(2)}$).

3.1.3. Yeast Membrane Protein Classification

We consider four data sources and three types of objects (Fig. 2c): proteins (type 1), subcellular locations (type 2) and Pfam$^e$ protein domain families. We consider subcellular location information of 2318 yeast proteins from the CYGD$^d$ database ($\mathbf{R}_{12}$), of which 497 belong to various membrane protein classes and $\sim$4000 proteins have uncertain location.$^{18}$ We include the expectation values from the hidden Markov models in the Pfam database ($\mathbf{R}_{13}$). Matrices $\Theta_1^{(1)}$ and $\Theta_1^{(2)}$ from Fig. 2c have the same meaning as for the ribosomal protein classification.

In both yeast experiments the target $\mathbf{R}_{12}$ has a $(6112 \times 2)$-shape, where a row of $[0,1]$ denotes that the protein participates in ribosome or that it belongs to membrane protein class and a row of $[1,0]$ that the protein is not assigned to the ribosomal complex or that it does not belong to membrane protein class. Rows that correspond to unobserved proteins are set to $[0.5,0.5]$.

3.2. Block-Based Data Representation

The data on slime mold from Sec. 3.1.1 can be represented in a block-based system:

$$
\mathbf{R} = \begin{bmatrix}
0 & \mathbf{R}_{12} & \mathbf{R}_{13} & \mathbf{R}_{14} & 0 & \mathbf{R}_{16} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{R}_{42} & 0 & 0 & \mathbf{R}_{45} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & \mathbf{R}_{62} & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad \Theta^{(1)} = \text{Diag} \left( \Theta_1, \Theta_2, 0, 0, \Theta_5, \Theta_6 \right).
$$

(1)

The number of non-zero blocks corresponds to the number of included data sources. Such representation is then fed into fusion algorithm. The block-based schemes for yeast-related

---

$d$http://mips.helmholtz-muenchen.de/genre/proj/yeast

ehttp://pfam.sanger.ac.uk
Fig. 2: Fusion configurations for the gene function prediction task in slime mold (a) and two yeast protein classification tasks to recognize cytoplasmic ribosomal proteins (b) and membrane proteins (c). Nodes represent types of objects and arcs correspond to relation and constraint matrices. The arcs that represent target matrices, $R_{12}$, and their object types are highlighted.

data (Sec. 3.1.2 and Sec. 3.1.3) have the structure from Eq. (2), where the individual matrices are task-dependent:

$$
R = \begin{bmatrix}
0 & R_{12} & R_{13} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \Theta^{(t)} = \text{Diag}(\Theta_1^{(t)}, 0, 0) \text{ for } t = 1, 2.
$$

Our fusion approach is different from treating an entire system from Eq. (1) or Eq. (2) as a single large matrix. Factorization of such a matrix would disregard the structure from Eq. (1) and Eq. (2).

3.3. **Data Fusion by Matrix Factorization**

Approximate matrix factorization estimates matrix $R_{ij}$ as a product of low-rank matrix factors that are found by solving an optimization problem, which maximizes some quality of approximation. A tri-factor decomposition, which we use in this study, decomposes $R_{ij}$ into
a product of three low-dimensional matrix factors such that \( R_{ij} \approx G_i S_{ij} G_j^T \) (Fig. 3).

\[
\begin{bmatrix}
  n_i \\
  R_{ij} \\
  n_j
\end{bmatrix} \approx
\begin{bmatrix}
  k_i \\
  G_i \\
  k_j
\end{bmatrix} \times
\begin{bmatrix}
  n_i \\
  S_{ij} \\
  n_j
\end{bmatrix} \times
\begin{bmatrix}
  G_j^T
\end{bmatrix}
\]

Fig. 3: Matrix tri-factorization. Matrix \( R_{ij} \in \mathbb{R}^{n_i \times n_j} \) relates objects of two types, \( i \) and \( j \). For instance, we might relate genes to their expression profiles, publications to assigned MeSH terms or genes to themselves if they interact genetically. \( R_{ij} \) is decomposed into a product of three matrix factors such that \( R_{ij} \approx G_i S_{ij} G_j^T \), where \( G_i \in \mathbb{R}^{n_i \times k_i} \), \( G_j \in \mathbb{R}^{n_j \times k_j} \) and \( S_{ij} \in \mathbb{R}^{k_i \times k_j} \), \( k_i \ll n_i, k_j \ll n_j \).

For data fusion we use simultaneous penalized tri-factorization to simultaneously decompose all blocks \( R_{ij} \) while considering constraints in \( \Theta_i^{(t)} \) for \( t = 1, 2, \ldots t_i \). The block matrix \( R \) from Eq. (1) is tri-factorized into block matrices \( S \) and \( G \):

\[
S = \begin{bmatrix}
0 & S_{12} & S_{13} & S_{14} & 0 & S_{16} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & S_{42} & 0 & 0 & S_{45} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & S_{62} & 0 & 0 & 0 & 0
\end{bmatrix}, \quad G = \text{Diag}(G_1, G_2, G_3, G_4, G_5, G_6) . \quad (3)
\]

Yeast data matrix in Eq. (2) is similarly decomposed into block matrix factors \( S \) and \( G \), each having \( 3 \times 3 \) block-shape but we omit them here for brevity. Such factorization of block-based representation retains the block structure of our systems from Eq. (1) and Eq. (2). Matrix factors \( S_{ij} \) in the resulting factorized system are specific to every data source and factors \( G_i \) are specific to every object type. Factor \( G_i \) is present in decompositions of all relation matrices that relate objects of type \( i \) to objects of some other type, whereas \( S_{ij} \) is used only for decomposing \( R_{ij} \). Thus, they capture object type- and source-specific patterns, respectively. Sharing matrix factors between decompositions with common object type is the key idea of our data fusion approach.

The objective function minimized by simultaneous penalized matrix tri-factorization ensures good approximation of the input data and adherence to constraints, which are represented in constraint matrices:

\[
\min_{G \geq 0} \| R - G S G^T \| + \sum_{t=1}^{\max, t_i} \text{tr}(G^T \Theta(t) G) , \quad (4)
\]

where \( \| \cdot \| \) and \( \text{tr}(\cdot) \) denote the Frobenius norm and trace, respectively. Updating rules for decomposing relation matrices,\(^1\) iteratively improve matrix factors \( G \) and \( S \), which converge to a local minimum of the optimization problem in Eq. (4). The algorithm first initializes factors \( G_i \) and then successively updates \( G \) and \( S \) until stopping criteria is met. See Žitnik et al. (2013)\(^1\) for details about initialization algorithm, updating rules and stopping criteria.
3.4. Predicting Gene Functions from Matrix Factors

Our target $\mathbf{R}_{12}$ is a partially observed $[0,1]$-matrix, where 1 indicates that gene is assigned the corresponding function and 0 that it is not. We complete it as: $\hat{\mathbf{R}}_{12} = \mathbf{G}_1 \mathbf{S}_{12} \mathbf{G}_2^T$. When the fused model is requested to propose relations for a new gene $g$ that was not included in the training data, we need to estimate its factorized representation and use the resulting factors for prediction. We formulate non-negative linear least-squares and solve them for
\[
\min_{\mathbf{h}_i \geq 0} \| \mathbf{G}_i \mathbf{S}_i^T \mathbf{h}_i - \mathbf{g}_i \|_2,
\]
where $\mathbf{g}_i \in \mathbb{R}^{n_i}$ is the original description of gene $g$ in $i$-th data source and $\mathbf{h}_i \in \mathbb{R}^{k_i}$ is its factorized representation. Here, $i$ varies from 2 to the number of data sources used for fusion. A solution vector given by $\sum_{i>1} \mathbf{h}_i$ is added as a new row to $\mathbf{G}_1$ and new $\hat{\mathbf{R}}_{12}$ is computed.

We then identify gene-function pairs $(g, f^*)$ for which the predicted degree of relation $\hat{\mathbf{R}}_{12}(g, f^*)$ is unusually high. Candidate functions for gene $g$ have greater estimated association score than the mean estimated score of all known annotations of gene $g$:
\[
\hat{\mathbf{R}}_{12}(g, f^*) > \frac{1}{|\mathcal{A}(g)|} \sum_{f \in \mathcal{A}(g)} \hat{\mathbf{R}}_{12}(g, f),
\]
where $\mathcal{A}(g)$ contains functions annotated to $g$. Eq. (5) is a gene-centric rule. Given a test gene, it identifies functional terms to which it might be assigned. If the gene does not have any known annotations we use the function-centric rule to identify gene-function candidate pairs.

3.5. Assessing Strength of Predictions

We combine the gene- and function-centric rules such that, if possible, the gene-centric rule is applied to identify gene-function candidate pairs and then the function-centric rule is used to assess the strength of the candidate pair $(g, f^*)$. We estimate the strength of association of gene $g$ to function $f^*$ by reporting an inverse percentile of association score in the distribution of scores for all true annotations to function $f^*$, that is, by considering the scores in the $f^*$-th column of $\hat{\mathbf{R}}_{12}$ (Fig. 4). Higher value indicates higher confidence of prediction.

4. Performance Evaluation

We estimated the performance by ten-fold cross-validation. In each fold, we split the gene set to a train and test set. The data on genes from the test set were entirely omitted from the training data. We developed prediction models from the training data and tested them on the genes from the test set. The performance was evaluated using an $F_1$ score, a harmonic mean of precision and recall, which was averaged across cross-validation runs. We selected the parameters of our data fusion algorithm, factorization ranks for each type of objects ($k_i$), by observing the quality of $\hat{\mathbf{R}}_{12}$ in internal cross-validation. The parameters for kernel-based fusion, such as width of an RBF kernel and regularization weight, were also selected through internal cross-validation.

5. Kernel-Based Fusion Setup

We compared our data fusion algorithm to state-of-the-art integration by multiple kernel learning (MKL; Yu et al. (2010)) that follows a multi-label classification approach. Kernel-
Based fusion used a multi-class $L_2$ norm MKL with Vapnik’s SVM. The MKL was formulated as a second order cone program and solved using the conic optimization solver SeDuMi\(^6\). We generated the kernel matrices for yeast experiments using the kernels proposed by Lanckriet \textit{et al.} (2004).\(^{18}\) In slime mold study, we applied an RBF kernel to gene expression measurements and three linear kernels to protein interactions, genes that participate in KEGG pathways and to associations of genes to PMIDs. Data sources that describe relations between object types other than genes had to be transformed to explicitly relate them to genes. We represented the hierarchical structure of MeSH descriptors, semantic structure of the GO graph and KEGG ortholog groups as separate weighted graphs on genes (for instance, we counted common KEGG ortholog groups and calculated the similarities of sets of GO terms associated with genes) and constructed kernel matrices using diffusion kernel.

6. Results and Discussion

We evaluated our algorithm from the perspective of genes and functional terms. Thus, we addressed two related questions: “What is the function of a particular gene or protein?” and “What are the genes or proteins associated with a particular functional term?”.

6.1. Performance on Groups of Target Genes

We divided the \textit{D. discoideum} gene set into three categories to compare predictive performance in each category. In Table 1 we present the cross-validated $F_1$ scores when selecting the 100 or 1000 most GO-annotated genes and the accuracy obtained when considering whole slime.
mold genome. The task was to provide a set of terms from the slim subset of GO terms for every gene. We used the slim subset of GO terms to limit the optimization complexity of the kernel-based approach with which we compare our performance. These categories were selected to study the effects of data sparseness. Genes with many GO annotations tend to be better characterized and more data is available about them. Thus, functional terms of such genes would be considered easier to predict than those of genes with only few annotations. The accuracy of our matrix factorization-based data fusion is comparable to that of kernel-based approach. The performance of both approaches improved when we included more genes and hence more data. Also, our approach performed well when we added genes with sparser profiles although that increased the overall data sparsity.

Table 1: Cross-validated $F_1$ scores for fusion by matrix factorization (MF) and kernel-based method (MKL).

<table>
<thead>
<tr>
<th>Slime mold task</th>
<th>MF</th>
<th>MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 genes</td>
<td>0.799</td>
<td>0.781</td>
</tr>
<tr>
<td>1000 genes</td>
<td>0.826</td>
<td>0.787</td>
</tr>
<tr>
<td>Whole genome</td>
<td>0.831</td>
<td>0.800</td>
</tr>
</tbody>
</table>

6.2. **Performance on Functional Terms**

We assessed the ability of our approach to predict individual GO terms when fusing whole genome data from Fig. 2a. Table 2 shows the $F_1$ scores for nine selected GO terms that belong to “Biological Process” and “Molecular Function” categories from GO and which contain variable number of annotated genes. These GO terms are of high relevance in *Dictyostelium* community and were selected upon consultations. Predictions were examined in the context of a complete set of GO terms rather than using a generic slim subset of terms. The resulting data set had $\sim$2000 GO terms, each had on average 9.64 direct gene annotations.

Our approach achieved consistently higher accuracy than the kernel-based approach. With the exception of “actin binding” and “lysozyme activity” terms, $F_1$ scores are rather high. We also found that prediction of less specific terms such as “chemotaxis” and “response to bacterium” showed high performance. That was not expected because genes annotated with less specific terms tend to have their profiles in data sets less similar. High performance is important as all nine gene functions and processes are of interest in the current research of *D. discoideum* where data fusion may propose new candidate genes for down-stream experimental studies.

6.3. **Ribosomal and Membrane Protein Classification**

Table 3 shows the results of training a factorization-based fusion model and a kernel-based method to recognize membrane and cytoplasmic ribosomal proteins in yeast. Our approach yielded better accuracy than kernel-based method on the membrane proteins but worse on the cytoplasmic ribosomal class. However, fused data sources were those whose kernels gave best individual performance in kernel learning. Thus, the selection of data sources was
Table 2: Gene ontology term-specific cross-validated $F_1$ scores for fusion by matrix factorization (MF) and kernel-based method (MKL). Terms in Gene ontology belong to one of three categories, “Biological Process” (BP), “Molecular Function” (MFn) or “Cellular Component”.

<table>
<thead>
<tr>
<th>GO term name</th>
<th>Term identifier</th>
<th>Namespace</th>
<th>Size</th>
<th>MF</th>
<th>MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Activation of adenylate cyclase activity</td>
<td>0007190</td>
<td>BP</td>
<td>11</td>
<td>0.834</td>
<td>0.770</td>
</tr>
<tr>
<td>Chemotaxis</td>
<td>0006935</td>
<td>BP</td>
<td>58</td>
<td>0.981</td>
<td>0.794</td>
</tr>
<tr>
<td>Chemotaxis to cAM</td>
<td>0043327</td>
<td>BP</td>
<td>21</td>
<td>0.922</td>
<td>0.835</td>
</tr>
<tr>
<td>Phagocytosis</td>
<td>0006909</td>
<td>BP</td>
<td>33</td>
<td>0.956</td>
<td>0.892</td>
</tr>
<tr>
<td>Response to bacterium</td>
<td>0009617</td>
<td>BP</td>
<td>51</td>
<td>0.899</td>
<td>0.788</td>
</tr>
<tr>
<td>Cell-cell adhesion</td>
<td>0016337</td>
<td>BP</td>
<td>14</td>
<td>0.883</td>
<td>0.867</td>
</tr>
<tr>
<td>Actin binding</td>
<td>0003779</td>
<td>MFn</td>
<td>43</td>
<td>0.676</td>
<td>0.664</td>
</tr>
<tr>
<td>Lysozyme activity</td>
<td>0003796</td>
<td>MFn</td>
<td>4</td>
<td>0.782</td>
<td>0.774</td>
</tr>
<tr>
<td>Sequence-specific DNA binding TFA</td>
<td>0003700</td>
<td>MFn</td>
<td>79</td>
<td>0.956</td>
<td>0.894</td>
</tr>
</tbody>
</table>

biased toward kernel-based method. The approach using factorization circumvents tedious work of transforming different objects (e.g., strings, vectors, graphs) into kernel matrices. These transformations depend on the choice of the kernels and may affect MKL’s performance.

Results in this and previous sections suggest that factorization-based data fusion might be useful not only to identify proteins that share the same molecular function but also to recognize proteins that participate in the same biological processes or are located in the same subcellular region.

Table 3: Cross-validated $F_1$ scores for yeast membrane and cytoplasmic ribosomal proteins using matrix factorization-based fusion (MF) and kernel-based method (MKL).

<table>
<thead>
<tr>
<th>Yeast recognition task</th>
<th>MF</th>
<th>MKL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane proteins</td>
<td>0.843</td>
<td>0.835</td>
</tr>
<tr>
<td>Ribosomal proteins</td>
<td>0.901</td>
<td>0.921</td>
</tr>
</tbody>
</table>

7. Conclusion

We have examined the applicability of our recently proposed matrix factorization-based data fusion approach on the problem of gene function prediction. We studied three fusion scenarios to demonstrate high accuracy of our approach when learning from disparate, incomplete and noisy data. The studies were successfully carried out for two different organisms, where, for example, the protein-protein interaction network for yeast is nearly complete but it is noisy, whereas the sets of available interactions for slime mold are rather sparse and only about one-tenth of its genes have experimentally derived annotations.

Our approach can model any number of data sources that can be expressed in a matrix, and, unlike most current data fusion approaches, does not require transformation of data into gene-function space. This flexibility allows us to fuse the data derived from possibly very diverse data sources without substantial preprocessing and loss of information. Described method is applicable to problems such as prediction of regulatory, metabolic and other functional classes, prediction of protein subcellular location and their interactions.
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The human genome encodes a large number of non-coding RNAs, which employ a new and crucial layer of biological regulation in addition to proteins. Technical advancement in recent years, particularly, the wide application of next generation sequencing analysis, provide an unprecedented opportunity to identify new non-coding RNAs and investigate their functions and regulatory mechanisms. The aim of this workshop is to bring together experimental and computational biologist to exchange ideas on non-coding RNA studies.

1. Background

Non-coding RNAs (ncRNAs) are RNA molecules encoded by genes in the genome that are transcribed and functional but not translated into proteins. Recent studies have shown that more than 90% human genome is transcribed but coding sequences occupy only a small fraction of the genome (<2%) [1]. This suggests the existence of a large number of non-coding RNAs [2]. In fact, the FANTOM3 (Functional Annotation of Mammalian cDNA) project has identified ~35,000 non-coding transcripts with similar processing as mRNAs, including 5’ capping, splicing, and poly-adenylation, but with little or no open reading frame (ORF) [3]. Given the large number of non-coding RNAs, it is reasonable to assume that these molecules are critical players in biological processes. At present, we are just starting to understand the functions of non-coding RNA.

1.1. Classifications of non-coding RNAs

Non-coding RNA genes include highly abundant and functionally important RNAs such as transfer RNA (tRNA) and ribosomal RNA (rRNA), as well as RNAs such as snoRNAs, microRNAs, siRNAs, snRNAs, exRNAs, and piRNAs among other types.
Based on the size of the mature version of non-coding RNAs, we can divide them into long non-coding RNAs (lncRNAs) and small non-coding RNAs. The cutoff value for size is arbitrarily determined with non-coding RNAs longer than 200 nucleotides categorized as lncRNAs and the rest as small. Compared to the small non-coding RNAs, existing knowledge about lncRNAs is even more limited.

According to their genomic locations, lncRNAs can be grouped into stand-alone lncRNAs, natural antisense transcripts, long intronic RNAs, transcribed pseudogenes and other lncRNAs (e.g. promoter associated RNAs, enhancer RNAs). Importantly, stand-alone lncRNAs are transcription units that do not overlap protein-coding genes. Some of these are referred to as lincRNAs (large intergenic noncoding RNAs). A recent study indicates that the human genome produce tens of thousands of lincRNAs [4].

1.2. Functions of non-coding RNAs

The functions of certain non-coding RNA types such as microRNAs have been intensively studied under a variety of biological contexts. However the functions of most of the lncRNAs including lincRNAs remain elusive or unclear. Despite of this, the functionality of lncRNAs is suggested by (1) the conservation of their promoters, splice junctions, exons, predicted structures, genomic; (2) their association with particular chromatin signatures that are indicative of active transcription; (3) their regulation by key molecular signals and transcription factors; (4) their dynamic expression and alternative splicing during differentiation; (5) their tissue- and cell-specific expression patterns and subcellular localization; (6) their altered expression or splicing patterns in cancer and other diseases [5].

In fact, lncRNAs are known to be able to exert regulatory functions at the transcriptional, post-transcriptional and epigenetic levels by different mechanisms. At the transcriptional level lncRNAs target transcriptional activators or repressors, different components of the transcription reaction including RNA polymerase II and the DNA duplex to regulate gene transcription and expression [6]. At the post-transcriptional level they participate in pre-mRNA processing, splicing, transport, translation, and degradation. At the epigenetic level they are involved in gene imprinting, X-chromosome inactivation and many other biological processes.

Several regulatory mechanisms of lncRNAs have been elucidated [7]. First, some lncRNAs can serve as decoys to prevent regulatory proteins from binding to DNA. For example, the lncRNA Gas5 contains a hairpin sequence motif in its secondary structure that resembles the DNA-binding site of the glucocorticoid receptor (GR) and decoy GR to inhibit the transcription of its target genes [8]. Second, some lncRNAs can serve as adaptors to bring two or more proteins into complexes. Third, some lncRNAs are required for guiding the proper localization of specific protein complexes; Finally, some lincRNAs can compete with miRNAs for miRNA-binding sites or serve as “sponges” to sequester miRNAs away from their mRNA targets [9].
2. Major directions and challenges

The goal of this workshop is to encourage the development of advanced methods for identification and functional characterization of ncRNAs through a combination of experimental and bioinformatics approaches.

2.1. Application of bioinformatics to studies of non-coding RNAs

Computational and bioinformatics techniques have been applied to study non-coding RNA mainly in the following directions: (1) prediction and identification of new non-coding RNAs from genome sequence analysis or by combining computational analysis with experimental data (e.g. tiling array, RNA-seq data); (2) prediction of miRNA target genes; (3) prediction the secondary and tertiary structures of RNAs; (4) investigation on the conservation and evolution of non-coding RNA genes or miRNA target genes; (5) non-coding RNA function prediction by computational analysis such as “guilt by association”; (6) construction of integrated regulatory networks that include non-coding RNA regulatory layers; (7) construction of databases and web servers to facilitate non-coding RNA studies.

2.2. Main challenges in computational analysis

Compared to protein studies, application of computational methods to non-coding RNA field is still in its infancy. There are several challenges that limit its application. First, non-coding RNAs represent heterogeneous classes of molecules; each has their specific characteristics and regulatory mechanisms. Second, non-coding RNA genes are non-conserved or less than conserved than protein coding genes; many of them have low expression levels and no obvious knockout phenotypes. Third, the knowledge about non-coding RNAs is still limited, can consequently there is no training data large enough for implementing machine learning techniques or statistical models. Fourth, the quality of non-coding RNAs gene annotation is relatively low. With the technical advancement and accumulation of data, we expect these challenges would be overcome in a short future.

2.3. Main topics of this workshop

2.3.1 Identification, annotation, classification and the evolution of lncRNAs.

Computational and experimental methods have been proposed to annotate lincRNAs with special consideration to their lower expression profile. Phylogenetic analysis of lincRNAs in mammalian has demonstrated an interesting evolutionary history of them.

2.3.2 Prediction RNA Secondary Structure

Secondary structure is highly important to the correct processing and function of many non-coding RNAs. Many computational methods have been proposed for modeling and understanding RNA structure.
2.3.3 Expression analysis of IncRNAs

To gain insight into the potential cellular functions of IncRNAs, systematic gene expression profiling has been performed by RNA-seq or tiling array. In particular, disease associated IncRNAs have been predicted by integrative analysis.

2.3.4 Complexity of RNA regulatory mechanism

The regulatory mechanism of non-coding RNAs is very diverse and complicated. With the advancement of non-coding RNA studies, we would expect the discovery of more regulatory mechanisms.

3. Workshop contributions

The workshop includes six invited speakers.

Dr. Runsheng Chen is a Professor in the Institute of Biophysics of Chinese Academy of Sciences. He is a member of Chinese Academy of Sciences. His research focuses on the identification of non-coding RNA genes in multiple organisms, function prediction and annotation of long non-coding RNAs, and the construction of non-coding RNA annotation databases. His lab has developed computational methods and tools for predicting, annotating and classifying non-coding RNAs.

Dr. Yiwen Chen received his PhD in physics from the University of North Carolina at Chapel Hill and is currently a Postdoctoral Fellow in Dr. Shirley Liu's Lab at the Dana-Farber Cancer Institute at Harvard School of Public Health. Dr. Liu’s research focuses on developing bioinformatics methods and tools for analyzing high throughput data, using the dynamics of histone mark ChIP-seq and DNase-seq to infer in vivo transcription factor binding and regulation, employing genome wide approaches to understand the specificity and mechanism of epigenetic enzymes and IncRNAs, as well as integrating publicly available high throughput data to better understand cancer mechanisms.

Dr. David Corey is a Professor in the Department of Pharmacology at University of Texas Southwestern Medical Center. He received his PhD in Chemistry from the University of California, Berkeley. His research focuses on the mechanism of promoter-targeted antigene RNAs, the function of Argonaute and small RNA-dependent pathways in mammalian cell nuclei, the allele-selective inhibition of Huntington protein expression as well as the recognition of RNA and DNA by chemically modified nucleic acids and locked nucleic acids.

Dr. Manuel Garber is an Associate Professor in the Program in Bioinformatics and Integrative Biology, and the Director of the Bioinformatics core at University of Massachusetts Medical School. He received his PhD in Mathematics from Brandeis University. His research focuses on the evolutionary history of non-coding genes as well as the systematic dissection of the transcriptional regulation of the immune response. His lab has also been developing the tools to analyze, integrate and fully leverage the advancements in genome wide experimental technologies.

Dr. John Hogenesch is an Associate Professor of Pharmacology and the Associate Director of the Penn Genome Frontiers Institute at the University of Pennsylvania. He
received his PhD in Neuroscience from Northwestern University. His research focuses on the study of the mammalian circadian clock using genomic and computational tools. His lab has a longstanding interest in understanding noncoding RNA function through global gene expression analysis, and functional screening to gain insight into the potential cellular functions of lincRNAs and microRNAs.

**Dr. David Mathews** is an Associate Professor in the Department of Biochemistry and Biophysics at University of Rochester Medical Center. He received his PhD in Chemistry and MD in Medicine from University of Rochester. His research focuses on predicting RNA structure and developing computational tools for targeting RNA with pharmaceuticals and for using RNA as a pharmaceutical. His lab has developed software for predicting secondary structure of RNAs, software for predicting base pairing probabilities using a partition function and methods for predicting a secondary structure common to multiple sequences.
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Many colleges and universities across the globe now offer bachelors, masters, and doctoral degrees, along with certificate programs in bioinformatics. While there is some consensus surrounding curricula competencies, programs vary greatly in their core foci, with some leaning heavily toward the biological sciences and others toward quantitative areas. This allows prospective students to choose a program that best fits their interests and career goals. In the digital age, most scientific fields are facing an enormous growth of data, and as a consequence, the goals and challenges of bioinformatics are rapidly changing; this requires that bioinformatics education also change. In this workshop, we seek to ascertain current trends in bioinformatics education by asking the question, “What are the core competencies all bioinformaticians should have at the end of their training, and how successful have programs been in placing students in desired careers?”
1. Background

Bioinformatics is an intrinsically multidisciplinary field, which makes educating students across this educational continuum difficult. Therefore bioinformatics education has been dubbed an NP-hard problem.¹ In 1998, Professor Russ Altman led the charge to formalize bioinformatics education at the graduate level. He specified five competency areas for bioinformatics training: biology, computer science, statistics, ethics, and core bioinformatics yet cautioned against defining the curriculum too narrowly.² Previous workshops, RECOMB-BE and ISMB-WEB, have discussed bioinformatics education at the graduate and undergraduate levels¹, and the AMIA has suggested a list of biomedical informatics core competencies.³ Defining bioinformatics curricula is a global effort.⁴–⁸

1.1. Challenges

There are many challenges associated with bioinformatics education, including faculty/instructor knowledge, computing resources, and breadth of knowledge required for bioinformatics training.⁹ One of the major challenges graduate programs face is a lack of widespread adoption of these courses at the high school and undergraduate levels. Professors Ned Wingreen and David Botstein state, “The problem begins early in undergraduate education, and by the doctoral level there are severe interdisciplinary communication difficulties that are encountered by even the most motivated of collaborators.”¹⁰ Many have examined tactics to bring bioinformatics into the high school classroom in order to make the connection between biology and computation.¹¹–¹³ Others have incorporated bioinformatics into biology, chemistry, and computer science undergraduate courses.¹⁴–²³ Summer programs have been shown to be efficacious in helping students step into bioinformatics careers.²⁴ Strategies to mitigate problems surrounding this educational divide are paramount to having an efficacious program that trains successful students.

Another challenge for graduate training programs is the depth of multidisciplinary understanding needed to produce bioinformatics scientists instead of technicians.⁹,²⁵ Ranganathan et al. have proposed a “minimum skillset” for bioinformaticians²⁶, and we would like to further address this to ask, “What are the key concepts and skills that one must graduate with in order to be successful today?” The modern biomedical researcher must be able to speak more than one language to successfully collaborate in a highly interdisciplinary environment; therefore it is beneficial to train a new generation of researchers who are well versed in the quantitative biomedical sciences and thus crucial to understand how such training programs succeed or fail. It would be valuable to faculty and directors of current programs or for those interested in bringing multidisciplinary programs to their institution to learn approaches and strategies for program development from existing and nascent programs. A few of the presentation and discussion topics include: curriculum design, effectively integrating multiple disciplines into a training program, getting first year students up to speed, the impact of a bioinformatics training program on faculty research, effectiveness (what works & what does not?), online curricula, student success, and the skills and tools students should have at program completion.
2. Workshop Contributions

Russ B. Altman is the Director of the Biomedical Informatics Training Program (BMI) at Stanford University. BMI is an interdisciplinary program that focuses on learning to develop and apply quantitative and computational methods to various biological and medical problems. BMI students represent a spectrum of educational backgrounds such as biology, research and clinical medicine, computer science, statistics, engineering, and a number of other fields. The faculty members come from a broad range of departments, including Bioengineering, Computer Science, Genetics, Medicine, Pediatrics, Radiology, and Statistics to provide research training and coursework in a number of related fields.

Ph.D. candidates are required to take core BMI classes, electives in computer science, statistics, mathematics, engineering, and allied informatics-related disciplines, coursework in social, legal, and ethical issues, and have access to unrestricted electives. BMI also aims to ensure students develop the ability to communicate their ideas and research effectively by having requirements and opportunities to present in journal clubs, colloquia, and lab meetings. BMI has successfully produced over 100 graduates who have pursued a number of different careers and can be found as distinguished faculty at top universities and medical schools as well as industry leaders at major corporations and startups.

James A. Foster is a Professor of Biological Sciences and Founding Member of the Institute for Bioinformatics and Evolutionary Studies (IBEST) and the Bioinformatics and Computational Biology (BCB) graduate program at the University of Idaho. Students in the BCB graduate program participate in research that encompasses the disciplines of computer science, biology, mathematics, and statistics and are affiliated with IBEST. BCB Ph.D. students may choose to focus their training in either the computer/mathematical sciences or the biological sciences.

Faculty members include physicists, chemists, molecular biologists, organismal biologists, ecologists, behavioral biologists, mathematicians, statisticians, and computer scientists. With access to such resources and technology in numerous scientific disciplines, BCB graduate students can no doubt become versatile members of the scientific community in whatever career path they decide to follow.

Lawrence E. Hunter is the Director of the Center for Computational Pharmacology and the Computational Bioscience Program at the University of Colorado Denver. The Computational Bioscience Ph.D. program curriculum is designed to integrate training in both computation and biomedical sciences with a student's research and teaching activities. Therefore, graduate students are expected to emerge from this program as independent researchers with a solid foundation in computational methods and molecular biomedicine, the science and technology comprising the two, as well as the skills to collaborate, communicate, and develop computational approaches that can be applied to a wide variety of biological problems.

Faculty represent a breadth of scientific research with multiple appointments in the departments of Medicine, Pharmacology, Biometrics, Biochemistry & Molecular Genetics, Computer Science, as well as from National Jewish Health. Four key competencies: knowledge, communication, professionalism, and life-long learning skills structure the core of the program’s teaching philosophy. The Computational Bioscience Program recognizes that bioinformatics is a
rapidly evolving field, and while these core objectives will remain steadfast, they are committed to continually reviewing, revising, and improving their curriculum to keep pace with this evolution.

**Jason H. Moore** is the Director of the Institute for Quantitative Biomedical Sciences (iQBS) at Dartmouth College. IQBS is based on the idea that biomedical research studies move through a series of related activities that require a specific skillset and a specific scientific language. In any given study, there are specialists who design the experiment, who collect and organize the data, who analyze the data and who interpret the data. The major areas of expertise are bioinformatics, biostatistics and epidemiology. While there is some overlap, there is no one discipline that incorporates understanding across the entire process.

To cover these three disciplines both in student research and coursework, the program is interdepartmental with faculty from the Departments of Biological Sciences, Community and Family Medicine, Computer Science, Genetics and Medicine at Dartmouth College and the Geisel School of Medicine. Numerous collaborations exist between QBS members and those in other Ph.D. programs at Dartmouth including the Molecular and Cellular Biology Program, the Program in Experimental and Molecular Medicine and the Graduate Programs at The Dartmouth Institute for Health Policy and Clinical Practice.

The overarching goal of QBS is to prepare students for productive careers as quantitative scientists in the biomedical sciences by cross-training Ph.D. students and providing in-depth collaborative experiences in specific applications. Successful students will be able to effectively lead biomedical research studies from start to finish or participate as interdisciplinary members of large collaborative groups. QBS is an innovative approach to graduate training that combines multiple disciplines to train the next generation of collaborative scientists.

**David A. Ross** is the Director of Computational Biology at Celera. Celera is well known for its original mission to sequence the human genome and subsequently provide clients with early access to this data. Since then Celera has made important contributions to scientific research by developing “shotgun” sequencing and commencing the Applera Genomics Initiative, an effort that identified over 40,000 novel SNPs which became the foundation for new genetic tests that Celera is developing. Today, they provide a number of services including diagnostic products used for personalized disease management. Celera represents the interdisciplinary nature of biotechnology, where a student with interdisciplinary training would be an asset in many ways. Dr. Ross’ perspective on the bioinformatics training needed to be successful in an industry-based career will be welcomed.
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A clear and predictive understanding of the etiology of autism spectrum disorders (ASD), a group of neurodevelopmental disorders characterized by varying deficits in social interaction and communication as well as repetitive behaviors, has not yet been achieved. There remains active debate about the origins of autism, and the degree to which genetic and environmental factors, and their interplay, produce the range and heterogeneity of cognitive, developmental, and behavioral features seen in children carrying a diagnosis of ASD. Unlocking the causes of these complex developmental disorders will require a collaboration of experts in many disciplines, including clinicians, environmental exposure experts, bioinformaticists, geneticists, and computer scientists. For this workshop we invited prominent researchers in the field of autism, covering a range of topics from genetic and environmental research to ethical considerations. The goal of this workshop: provide an introduction to the current state of autism research, highlighting the potential for multi-disciplinary collaborations that rigorously evaluate the many potential contributors to ASD. It is further anticipated that approaches that successfully advance the understanding of ASD can be applied to the study of other common, complex disorders. Herein we provide a short review of ASD and the work of the invited speakers.
1. Autism Spectrum Disorders a Brief Introduction

Autism spectrum disorders (ASD) are characterized by a range of clinical features that can vary from individual to individual in both the degree of severity and variability of the clinical presentation. This can include abnormalities in language, reciprocal social interactions, and/or other communication skills as well as repetitive behaviors. Autism spectrum disorders are divided into three basic categories: autistic disorder (frequently referred to as autism), Asperger syndrome, and pervasive developmental disorder (PDD-NOS). These disorders, as of 2008, affect 1 in 88 children, and are more prevalent in males than females. The prevalence estimates of ASD have increased, above increases due to changes in diagnostic criteria. In addition, children with ASD often have intellectual disability, estimated as high as 68% of ASD cases, and approximately 75% have lifelong disability requiring social/educational support. The presence of ASD can have a significant impact on the quality of life of affected persons, but also for their family and/or other caregivers.

2. The Pacific Symposium on Biocomputing (PSB) ASD Workshop

Many studies have been investigating the connection between genetic variation and ASD. Twin studies have indicated that ASD are highly heritable. Linkage studies have implicated a polygenic basis for autistic disorder. However, genome-wide association studies (GWAS) for ASD have identified few potential loci associated with ASD. Copy-number variation (CNV) studies, in contrast, have been more successful in identifying genomic regions associated with an increased risk for autism, and also other neurodevelopmental disabilities such as schizophrenia and epilepsy, with overlap of several genomic regions. Copy number variations can be deletions, duplications, inversions, or translocations. While the location of CNVs may differ from individual to individual with ASD, these CNVs can still result in similar clinical features and outcomes.

During the workshop, Dr. Santhosh Girirajan and Dr. Evan Eichler will describe work investigating the genetic and phenotypic heterogeneity of neurodevelopmental disorders in the context of CNVs, particularly for ASD. Dr. Girirajan’s research has been focused on the discovery of genetic variants associated with the causation, diagnosis, and biological interpretation of ASD. A recent manuscript by Girirajan et al. showed evidence that individuals with autism have higher numbers of larger copy-number variants, and that these are more duplication based instead of deletion events.

Dr. Eichler will be speaking about the successful application of exome sequencing for children with ASD and their parents, as well as work determining copy-number variant (CNV) burden differences across neurodevelopmental phenotypes. Dr. Eichler is a leader in study of the relationship between CNVs and human disease and has focused his research on building an understanding of the evolution, pathology and mechanism(s) of recent gene duplication and DNA transposition within the human genome. This research has included discovery of these important genomic regions, development of methods to assess their variation, detection of rapid gene evolution, and identifying the correlation between discovered genetic variation and phenotypic differences, including autism spectrum disorders.
Dr. Neale will describe the impact of high-throughput sequencing on ASD gene discovery, highlighting the contribution of rare variation to ASD as well as the pleiotropic effects of ASD associated mutations. His talk will also review challenges that remain in this field for detection and interpretation of inherited and de-novo rare-variants in ASD. Dr. Neale has conducted analyses for genetic data focused on psychiatric illness, particularly ADHD and autism, but also Tourette’s obsessive compulsive disorder, schizophrenia and eating disorders.

Investigation of environmental risk factors for ASDs is a growing research field. The wide heterogeneity of ASD symptoms, and how to best ascertain individuals for study, are challenging. Different clinical features and the range of severity across individuals may stem from varying genetic contributors, but could also be due, in part, to variations in environmental exposures. Further, increasing rates of ASD indicate the potential for environmental exposure playing an important role in the etiology and/or heterogeneity of ASD. There is also a need for the exploration of gene-environment interactions. Identifying both genetic variants concomitant with environmental exposure may provide important insights into the etiology of ASD.

Dr. Heather Volk will be speaking at the workshop, describing her work exploring the relationship between environmental exposure and the etiology of autism. Her research focuses on the environmental and genetic epidemiology of autism and other neurodevelopmental disorders and on gene-environment interactions in complex disease. Oxidative stress and inflammation may play a key role in ASD, with adverse prenatal effects. Dr. Volk will describe the impact of exposure to traffic-related air pollution on prenatal development and risk of ASD. In two recent reports by Volk et al., children with autism were more likely be have the highest exposure to traffic-related air pollution during gestation and the first year of life, compared to non-autistic controls and maternal residence at time of delivery was more likely to be close to a freeway for autism cases vs. controls.

Dr. Pessah will be describing work from the UC Davis Medical Investigation of Neurodevelopmental Disorders (MIND) Institute. Researchers at the MIND Institute are among the world’s experts on molecular and environmental contributors to ASD as well as the use of epidemiological data for testing the cellular and molecular mechanisms of ASD. These researchers have established the most comprehensive database in the world of the environmental exposures of children with confirmed ASD or atypical development, linked to an extensive archive of clinical samples, and Dr. Pessah will describe interdisciplinary approaches that leverage this unique set of resources.

Epigenetic changes are another potential contributor to the etiology of ASD. Epigenetics is the study of heritable changes in chromosomes, not encoded in the DNA sequence, including DNA methylation and chromatin organization. DNA methylation is an important link between genetic and environmental interaction, as DNA hypomethylation is known to lead to genome instability. “Environmental epigenetics” explore this connection, identifying important environmental influences on epigenetic change. For example, arsenic, cadmium, benzene and other exposures have been associated with DNA methylation in genes, as well as dietary factors. The invited speaker, Dr. LaSalle of the MIND Institute, has performed pioneering studies on the epigenetic etiologies of ASD. The clinical applications of her research include understanding the pathogenesis of the neurodevelopmental disorders autism, Rett syndrome, Prader-Willi syndrome,
Dup15q syndrome, and Angelman syndrome, through identifying epigenetic pathways disrupted in rare genetic disorders on the autism spectrum. Dr. LaSalle’s recent research is on environmental exposures affecting the DNA methylome and employing novel bioinformatics methods for analysis and visualization of epigenomic data relevant to autism.

An important part of any research is any potential ethical implications of those discoveries, this is true for ASD research as well. Because of the large numbers of individuals affected with autism, and the impact on children and families, as well as the potential for environmental exposure during pregnancy/youth to play a role, publications and press outside of the research-manuscript realm are more likely to report research results from studies of environmental exposures and ASD. A well known example is a paper published in 1998 in The Lancet, later retracted, linking measles, mumps, and rubella (MMR) vaccine and autism. A review by the Institute of Medicine clearly showed no link between the thimerosal-containing vaccines after review of over 200 studies. However the controversy that emerged over vaccines due to the initial publication has had a lasting impact on parents choosing to vaccinate children, and public health, even while autism is no more common among vaccinated than unvaccinated children.

With the increasing amount of ASD research and the recent extension of research in different complex directions, there are a range of important ethical considerations when reporting the results of ASD studies to families, clinicians and the research community. Dr. Newshaffer is an epidemiologist and his currently involved in large risk factor epidemiology studies, autism phenotyping studies, genomic and epigenomic research, and studies focused on the utilization and evaluation of health care and behavioral intervention services. He will discuss a number of issues including the uncertainty, comprehension, inadvertent harm, as well as appropriate roles of clinicians, scientists, and the media, in ASD communication.

3. Conclusions

While a complete understanding of ASD is still growing, through comprehensive and collaborative efforts we may begin to identify additional pieces of the ASD puzzle that can be linked with our existing current knowledge to grow a clearer picture of these disorders. The collaboration of multiple domain-experts will be required to effectively analyze the growing genetic and epidemiological data being collected. To foster these cross-disciplinary interactions and research projects, we have developed this workshop for PSB, to share the current knowledge of the genetic and environmental contributions to ASD and to highlight methods for future research in this field, including important ethical considerations. The intention is to grow new ideas, collaborations, and possibilities for future research in this field, between current autism spectrum researchers and other scientists in attendance at PSB. In addition to improving the understanding of the etiology of ASD, methodologies developed for the ASD field have the potential for expanding and improving the study of other common, complex disorders.
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