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Accurate and efficient methods to simulate biomolecular systems at multiple levels of detail simultaneously are an ongoing challenge 
for the simulation community.  Here we present a new method for multi-scale simulation where a complex system can be partitioned 
into two loosely-coupled sub-systems, one coarse-grained and one atomistic.  If the coupling between the coarse-grained and atomistic 
systems can be encoded into discrete states that interconvert slowly, we can construct a Markov state model where we approximate 
any given transition  P[(si,tj)->(sk,tl)] in the joint space of the coarse-grained and atomistic systems as the product of two orthogonal 
transitions  P(si->sk | tj) and P(tj->tl | sj).  We provide a formalism for constructing such models and describe how they may be applied 
to multi-scale simulation of membrane proteins.   This “cross-graining” methodology may provide a general means to efficiently 
simulate mixed-scale systems.

1. Introduction

Many biological systems have the following canonical challenge:  outcomes depend on fine degrees of freedom, yet 
they involve large systems and large timescales.  Indeed, an underlying principle behind biological signal 
transduction is that fine sensitivity to subtle molecular changes controls large-scale effects.  This poses a challenge 
for mechanistic simulation; it is often computationally intractable to capture all the fine-scale details of a system 
while simultaneously reaching the time and length scales required to address emergent behavior.  

Driven by this challenge, "coarse-grained" approaches have been developed to use a  reduced degree-of-
freedom representation for more efficient computation.  However, many systems have important transitions 
governed by fine-grained degrees of freedom such that it is challenging to derive a coarse-grained representation 
that is computationally efficient yet sufficiently predictive.  Full mixed-scale simulation, in which fine-grained and 
coarse-grained representations can be combined freely, is an ongoing challenge for the field.   In this work, we derive 
an alternate multi-scaling technique where fine-grained and coarse-grained representations are combined at the level 
of a statistical reaction model, a Markov state model.   We show that under certain conditions this method, which we 
term “cross-graining,” performs at least as well as the ideal mixed-scale simulation that has yet to be fully realized.

Whether atomistic or coarse-grained representations are used, Markov state models have recently gained 
traction as a means to analyze and interpret molecular simulation data [1-4].  They draw on the notion that at some 
level molecular reactions are Markov chains—stochastic processes where, given a suitable encoding of state 
information at time t and a minimum “lag time” τ, the state of the system at time t + τ depends only on the state at t.  
Methods have recently been developed to determine such state encodings from a set of simulation trajectories,  assess 
model quality, and use the resulting statistical reaction model to predict ensemble properties and long-timescale 
behavior of the system [5-7].

Here we address an important subset of “multi-scale” problems where one can partition a system into two 
processes of interest, each with associated degrees of freedom.  For instance, one process may depend primarily on 
atomistic degrees of freedom {xi}, while another process depends primarily on coarse-grained degrees of freedom 
{yi}.  An example is given in Figure 1.  As we will discuss,  these processes can be correlated.   We show how 
Markov state models yield a means to obtain multi-scale dynamics in this case and further derive a scheme for 
"cross-graining" where each set of transitions can be computed using only the relevant degrees of freedom.  We 
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provide an example of how this approach yields efficient sampling compared even to a full “ideal” multi-scale 
simulation.

Figure 1.  Sample membrane-protein system.  Shown here is the E. coli outer membrane protein A (OmpA) inserted in a lipid bilayer [8].  
OmpA is unfolded or aggregated in solution but assumes a beta-strand conformation in membranes; these strands then assemble to form a beta-
barrel pore.  To simulate this in a multi-scale manner, we consider the protein and its immediate environment atomistically as degrees of freedom 
{xi} and the larger membrane-water system as degrees of freedom {yi}.

We motivate our cross-graining approach by considering the insertion and assembly of membrane pores.  
Contemporary coarse-gained force fields such as MARTINI [9] have had good success in simulating lipid 
membranes [10-16], and they have also been used to simulate protein assembly in membranes,  given a constrained 
protein conformation [8, 17-19].   Robust simulation of protein refolding has proven more challenging.  We seek an 
approach that can use atomistic simulation to determine the protein conformational dynamics within each coarse-
grained "state" of the membrane system and also use the protein conformation in each state to inform a coarse-
grained simulation of large-scale protein-membrane interactions—in this case by providing data for the coarse-
grained protein torsions and conformational restraints.  Grossly, one could imagine the fine-grained instantiations of 
each coarse-grained state as simulating the protein in solution, the protein in an encounter complex with the 
membrane, and a variety of membrane-inserted states.  The coarse-grained state would determine the composition 
and macroscopic restraints on the protein surroundings for the fine-grained simulation; the fine-grained state would 
yield torsional restraints to constrain the protein for the coarse-grained simulations.  Under the proper conditions, 
such an approach can provide both fine-scale conformational dynamics and efficient simulation of large systems.   
The cross-graining method we have developed addresses these challenges, although it also proves more general as 
well.

2. Theory

Let us consider a molecular system where the degrees of freedom can be partitioned into two sets,  {xi} and {yi}.  Let 
us further consider two sets of processes, one of which primarily depends on {xi} (our fine-grained degrees of 
freedom) and one of which primarily depends on {yi} (our coarse-grained degrees of freedom).  These two processes 
can be inter-dependent; we will both state this formally below and show a simple 2D example to make this intuitive.  
The fundamental approximation, however, is that at some level of granularity we can treat the joint free energy 
landscape ({xi},{yi}) as the direct product of the individual free energy landscapes {xi} ⊗ {yi}.  

Any classical molecular system can be represented as a Markov chain for some set of states and some time 
resolution [1].  A trivial proof of this is to consider the set of states corresponding to all points in phase space and 
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continuous time (or for a simulation, time resolution corresponding to the integrator time step).  The time evolution 
of this system is a history-independent stochastic process.  Therefore suppose we construct a Markov state model to 
represent the behavior of our system on degrees of freedom {xi} and a second Markov state model to represent the 
behavior on degrees of freedom {yi}.   For the moment, we will take the partitioning of degrees of freedom as given; 
determining the optimal partitioning of phase space into states and the optimal partitioning of degrees of freedom 
into {xi} and {yi} are separate problems, each non-trivial.  

Since these degrees of freedom {xi} and {yi} may be coupled,  any transition a -> b on {xi} will be Markovian 
on {xi} but may depend on {yi}.  Stated more formally, given a sequence of states (u1..un) on {xi} and a sequence of 
states (v1..vn) on {yi}, the mutual information I(un+1 ; un |  u1..un-1) = 0 [20] but I(un+1 ; un |  vn) ≥ 0.  We now partition 
state space {xi} into states {si} and {yi} into “macrostates” {ti}.  We choose a set of macrostate definitions for S and 
T such that knowledge of (s,t) is sufficient information to make P(a -> b) Markovian by the above criterion.  In the 
limit of completely uncoupled degrees of freedom, there is no dependence on the state Y, while in the opposite limit 
of completely coupled degrees of freedom one could have a system where each point in phase space {yi} 
corresponds to a distinct state.  

To make this intuitive, we consider the case where x and y each consist of one degree of freedom.  A free energy 
diagram in this 2D space is schematized in Figure 2.  Cross-graining applies well when each set of (si,tj) -> (sk,tl) 
transitions occurs on well-separated timescales.  In one such case we may have si -> sk transitions followed 
sequentially by tj -> tl transitions (Fig. 2a); in another the si -> sk transitions relax quickly enough compared to tj -> tl 
(Fig. 2b) that we can make the following approximation:

€ 

P {s},t j( )→ {s},tl( )( ) ≈ P si( ) ⋅ P t j | si( )→ tl | si( )( )
si ∈{s}
∑            (1)

Cross-graining performs poorly where fast or highly cooperative transitions exist on both {xi} and {yi} (Fig. 2c); this 
can in principle be solved by using a shorter Markov timescale τ, but this comes at the cost of a greatly increased 
sampling requirement and thus can become prohibitively expensive.

Figure 2.  Two-dimensional free energy diagram.  This schematic contour plot shows state configurations well suited (a and b) and poorly 
suited (c) for cross-graining. 

Let us leave the problem of state selection aside for the moment and assume that we can select states, either 
using prior experimental knowledge or by applying a clustering algorithm to an initial sampling of state space [6, 7].  
To specify the matrix of transition probabilities P(si -> sj |  t ∈ T, τ1) we can sample trajectories in {xi} using a 
sampling  algorithm of our choice while holding t constant and repeating this for each t in T.  We perform the same 
operation on {yi} while holding s constant for each state s in S.  This sampling (where one might use molecular 
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dynamics simulation in a molecular system) illustrates the "cross-grained" nature of our approach—when sampling 
on {xi}, the information encoded in the state variable t provides sufficient information regarding {yi}, the other 
degrees of freedom are effectively coarse-grained away.  The converse applies to sampling {yi}.  By treating each 
subspace separately in this manner, we can substantially ease the task of sampling phase space.  

To use the example of protein insertion and assembly with the MARTINI force field, the atomistic 
representation would include the protein and, depending on the coarse-grained state, the surrounding water or 
membrane.  These surroundings encode the coarse-grained state information.  The coarse-grained representation 
contains the full system and encodes the atomistic state by using the protein secondary structure to determine 
torsional potentials (as is standard in MARTINI) and optionally some additional conformational restrains (c.f. the 
work of Marrink, Sansom and co-workers [17, 21]).

Given the transition probabilities P(si -> sj |  t, τ1), P(ti -> tj |  s, τ2), we can then construct a single first-order 
Markov state model on the joint space (si,tj).  If we formulate the transition probabilities on τ3>= max(τ1, τ2), 
P[(si,tj)->(sk,tl) |  τ3] = P(si->sk |  tj, τ3)P(tj->tl | si, τ3).  This approximation of conditional independence is a key one; 
transitions that are highly cooperative between coarse-grained and fine-grained degrees of freedom will result in a 
poor approximation here.  This can be partially addressed with a finer sampling of state space, but at a cost of 
increased sampling.  Thus, highly cooperative transitions are an area for further methods development.  For most 
cases, however, this approximation provides an MSM describing the full state of the system, which we can query for 
equilibrium probabilities, kinetic properties, ensemble experimental observables, etc. much as any single-resolution 
Markov state model [1, 5, 16].

3. A simple model for the insertion and assembly of a membrane pore

Let us consider a simple system for which phase space can be partitioned into degrees of freedom {xi} and {yi} and 
that has the following transitions:

€ 

on {xi} :   A
k1 →  
k4

←   I1
k2 →  
k5

←   I2

k3 →  
k6

←   B

on {yi} :   C
k7 →  
k10

←   I3

k8 →  
k11

←   I4

k9 →  
k12

←   D
 (2)

and where the states {s1..s4} = {A,I1,I2,B} and {t1..t4}={C,I3,I4,D} are Markovian given the joint state of the system 
(si,tj).   These states and the rates given below were chosen to loosely resemble a simple model for the insertion and 
assembly of a membrane pore, similar to the rough model proposed for the assembly of hemolysin E [22].  The fine-
grained state A corresponds to the solution protein conformation, I1 to a hydrophobic-exposed protein conformation 
in contact with the membrane, I2 to a membrane-inserted and refolded conformation, and B to the protein 
conformation in the assembled pore.  The coarse-grained state C corresponds to the protein distant from the 
membrane, I3 to the protein at the membrane interface,  I4 to the protein inserted in the membrane, and D to the fully 
assembled pore.  A Markov model in full molecular detail for this process would likely have many more states, but 
this provides an experimentally-motived simple model for our proof of principle.  If we have knowledge of the 
macrostate definitions i.e. the mappings X->S and Y->T but not the transition rates {k}, we can set up the following 
sampling approach to estimate the rates:

1.  Start n simulation trajectories on {xi} for each macrostate t on {yi}; these can be from a single start state (e.g. A) 
or distributed among start states from a random seeding approach or a more sophisticated sampling scheme such 
as that described in [23]. Similarly start m simulation trajectories on {yi} for each macrostate s on {xi}.  Using 
the state mappings given, this will yield a set of trajectories each of the form (u1..un | ti) where the macrostate ti 
remains fixed and (v1..vn | si) where si remains fixed.  Macrostate mappings can also be iteratively refined at this 
stage. 

2.  Estimate the transition probabilities for each of these Markovian sub-graphs:
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P si → s j | tk( ) =
Count un ∈ si,un+1 ∈ s j | tk( )

Count un ∈ si | tk( )
 (3)

3.  Construct the transition probabilities for the combined Markovian state model P[(si,tj)->(sk,tl) | τ3] = P(si->sk | tj, 
τ3)P(tj->tl | si, τ3).

We demonstrate this approach by sampling n random trajectories on {xi} for each macrostate t ∈ T using a 
transition probability matrix constructed from the rates {k}  listed in Table 1 for the reaction scheme given above.  
We similarly take n random trajectories on {yi} for each macrostate s ∈ S.  Starting states are randomly selected 
from a uniform distribution over macrostates.  We construct the transition probabilities for the combined Markovian 
state model as specified above using our “observed” trajectories and compare to the same number of 8n total 
trajectories sampled directly from the combined transition probability matrix.    We let n vary between 20 and 100, 
perform 100 random sampling procedures of this nature for each value of n and compare the convergence of the 
transition probability matrix eigenvalues as performed previously [23].  Transition probability eigenvalues yield the 
implied timescales for the system and are hence an important target for validation.  Results are plotted in Figure 3.

Table 1.  Rate constants used for simple system.  First-order rate constants are given in reduced units of time τ. 

Macrostate on {yi}Macrostate on {yi}Macrostate on {yi}Macrostate on {yi}Macrostate on {yi}Macrostate on {yi}
C (solution) I3 (interfacial) I4 (inserted) D (pore)

k1 1.00E-09 1.00E-05 1.00E-05 1.00E-05
k2 1.00E-09 1.00E-05 1.00E-05 1.00E-05

Rate k3 1 1.00E-07 1.00E-05 1.00E-05
k4 1 1.00E+00 1.00E-05 1.00E-09
k5 1 1.00E-05 1.00E-07 1.00E-09
k6 1 1.00E-05 1.00E-09 1.00E-09

Macrostate on {xi}Macrostate on {xi}Macrostate on {xi}Macrostate on {xi}Macrostate on {xi}Macrostate on {xi}
A (solution 
conformation)

I1 (hydrophobic 
exposure)

I2 (partially 
refolded)

B (membrane 
fold)

k7 1.00E-05 1.00E-03 1.00E-03 1.00E-03
k8 1.00E-09 1.00E-05 1.00E-03 1.00E-03

Rate k9 1.00E-09 1.00E-09 1.00E-05 1.00E-05
k10 1 1.00E-05 1.00E-05 1.00E-05
k11 1 1.00E-05 1.00E-07 1.00E-09
k12 1.00E-05 1.00E-09 1.00E-09 1.00E-09
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Figure 3.  Convergence of eigenvalues for cross-graining.  Convergence is compared between cross-grained sampling and direct sampling on 
the combined transition probability matrix.  Panels (a) and (b) show convergence of the mean of each eigenvalue across 100 random samples, 
while panels (c) and (d) show convergence of the variance.

Convergence of the relaxation timescales yielded by sampling with our "cross-graining" strategy are compared 
to convergence with an "ideal" multi-scale simulation that can seamlessly mix coarse-grained and atomistic degrees 
of freedom (mixed CG/AA simulation).  Both systems show good convergence over the range 40-100 trajectories of 
length 1000 τ in each of 8 start state combinations.   The clear advantage for cross-graining becomes evident, 
however, when one considers the compute time required.  

We examine computational efficiency in two respects, first with regard to the efficiency of the individual 
simulations and with regard to the sampling techniques employed.  In each of these, cross-graining performs at least 
as well as the optimal mixed CG/AA simulation.  Within the individual simulations, cross-graining allows the 
coarse-grained and atomistic simulations to be effectively decoupled and run in parallel.   This results in optimal 
scaling across processors and performance equivalent to the hypothetical perfect multi-scale integrator, in which 
force calculations and coordinate updates can be performed at different timesteps for different parts of the system 
with no overhead.

Cross-graining also performs at least as well as optimal mixed CG/AA simulation with regard to sampling 
efficiency.  If we have a naive sampling approach where we uniformly sample transitions in the macrostate space (si, 
tj), cross-graining and mixed CG/AA simulation are equivalent.   This equivalence also assumes that for every (si,  tj) 
start state we require even sampling of the si -> sk transitions and the tj -> tl transitions.  We have taken such an even-
sampling approach in the example above, but recent work has shown a substantial advantage for "adaptive 
sampling" methods that weight the distribution of starting states according to their contribution to the variance of 
transition matrix eigenvalues [23].  In the case of villin headpiece folding, such a strategy improved convergence by 
a factor of over 1000.  For a given (si,tj) pair,  unless we require precisely the same degree of sampling from si |  tj and 
tj |  si, we “waste” the sampling across the other degrees of freedom.  Since multi-scale simulation typically targets 
systems where coarse-grained degrees of freedom relate to long-timescale phenomena and atomistic degrees of 
freedom relate to shorter-timescale phenomena, we end up performing atomistic simulations over the coarse-grained 
timescales.  Using the hemolysin example discussed above, the protein alone comprises 100,000 atoms; if we 
consider the solution case, simulate water molecules within 1 nm of the protein, and take τ = 1ns, then every 
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unnecessary trajectory of the resulting 375,000 atom system sampled at length 1000τ would take several months of 
simulation time using 128 Intel Cloverton cores (benchmarked with Gromacs 4.0 [24]).

4. Outlook

The “cross-graining” approach that we describe is particularly amenable to problems such as insertion, refolding, 
and assembly of membrane protein oligomers.  Membranes and membrane proteins have long been a target for 
coarse-grained simulation [17,  25, 26], and assembly of folded protein subunits has been studied by several 
researchers, as has the insertion of pre-formed helices.  However, the process of insertion and folding of peptides 
that have different conformations in solution and in the membrane is more challenging for coarse-grained simulation 
[27].  Even more difficult are large systems such as E. coli hemolysin (Figure 4) that are are thought to undergo 
partial unfolding and refolding at the membrane interface prior to assembly in the membrane [22].  One approach to 
cross-graining such a system is to coarse-grain the hemolysin-membrane-water system with states representing 
protein in solution, protein at the membrane interface, inserted protein,  and various intermediates in assembly.  The 
hemolysin monomer and its immediate surroundings (solution or membrane) are represented atomistically.   
Sampling the atomistic system will yield Markov state models for the conformational dynamics of the protein in 
each of the coarse-grained states—data that are difficult to compute accurately in the coarse-grained system alone.  
Sampling the coarse-grained system will yield the long-timescale behavior of protein insertion and pore formation, 
data that are not computationally tractable via atomistic systems.  Experimental data from crystal structures and 
biochemical studies can guide the initial state definitions; this approach also provides a means to computationally 
evaluate structural models for refolding, insertion, and assembly such as those recently proposed for hemolysin [22].

Figure 4.  Solution-state and assembled conformations of E. coli hemolysin E.  

5. Conclusions

We have presented a means to construct unified multi-scale kinetic models by performing individual simulations at a 
single scale and combining the simulations and scales in a Markov state model.   This is accomplished by 
partitioning a system into two sets of degrees of freedom that are loosely coupled.  This loose coupling and the 
specification of a discrete number of Markovian “macrostates” allows the approximation of any given transition  
P[(si,tj)->(sk,tl)] as the product of two orthogonal transitions  P(si->sk |  tj) and P(tj->tl |  sj).   We outline how this 
method applies to membrane protein simulations,  but we anticipate it will prove a much more general method for 
performing multi-scale simulation, helping to overcome the challenges of simultaneous mixed-scale simulation.
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