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Artificial Intelligence (AI) models are substantially enhancing the capability to analyze complex and multi-dimensional datasets. Generative AI and deep learning models have demonstrated significant advancements in extracting knowledge from unstructured text, imaging as well as structured and tabular data. This recent breakthrough in AI has inspired research in medicine, leading to the development of numerous tools for creating clinical decision support systems, monitoring tools, image interpretation, and triaging capabilities. Nevertheless, comprehensive research is imperative to evaluate the potential impact and implications of AI systems in healthcare.
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At the 2024 Pacific Symposium on Biocomputing (PSB) session entitled “Artificial Intelligence in Clinical Medicine: Generative and Interactive Systems at the Human-Machine Interface”, we spotlight research that develops and applies AI algorithms to solve real-world problems in healthcare.
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1. **Introduction**
Recent progress in AI has led to the development of advanced large language models (LLMs), image, genomic and tabular data analysis tools (Huang et al., 2023; Movva et al., 2023, 2023; Omiye et al., 2023; OpenAI, 2023; Singhal et al., 2023; Tate et al., 2023; Wehbe et al., 2023). Leveraging these AI models for real-world biomedical data analysis is critical for enhancing diagnostic accuracy, predicting patient outcomes, and personalizing treatment plans, ultimately contributing to improved patient care and health outcomes. However, systematic evaluation of the potentials and limitations of AI algorithms within the medical domain is crucial to ensure the efficacy, safety, and reliability of AI-driven healthcare solutions and interventions (Wornow et al., 2023).

Here, we highlight the accepted submissions for the Artificial Intelligence in Clinical Medicine: Generative and Interactive Systems at the Human-Machine Interface session at the Pacific Symposium on Biocomputing (PSB) 2024. A goal of this session is to showcase research that has identified a clinical need that can be addressed by AI methods. Accepted submissions include use cases of using generative and classical AI models for analyzing different clinical data modalities and for a variety of applications such as answering medical questions, medical image analysis, clinical note analysis, cognitive monitoring, digital twins, and other decision support systems.

2. **Artificial Intelligence in Clinical Medicine**

2.1. **Medical text and clinical notes analysis**
There have recently been numerous successful applications of LLMs in ingesting medical text and clinical notes to extract vital information and insights for enhanced patient care. Lozano et al. (2024) proposed Clinfo.ai: an open-source retrieval-augmented LLM system for answering medical questions using scientific literature. The authors evaluated Clinfo’s performance (along with the performance of other question-answering systems, which the proposed method improves on) on a benchmark the authors made publicly available. Systems like this highlight the potential of large language models to help clinicians stay abreast of the enormous (and growing) medical literature. Jiang et al. (2024) proposed VetLLM, a large language model for predicting diagnosis from veterinary notes. They evaluated whether LLMs can be used to extract diagnoses from
unstructured veterinary notes. This approach can more easily facilitate broad veterinary research given that previous work often relies on customized, specialized models for each diagnosis. The paper revealed that, even without fine-tuning, open-source LLMs like Alpaca-7B show promising performance in diagnosis extraction tasks; performance is further improved when the model is fine-tuned on datasets of veterinary notes.

Pakhomov et al. (2024) proposed a conversational agent for early detection of neurotoxic effects of medications through automated intensive observation. This paper presents an AI system for monitoring cognitive symptoms of neurotoxicity which can occur in response to some immunotherapies. The system, a conversational agent, conducts a cognitive assessment over the phone including both spontaneous speech and neurocognitive tests. The authors present the results of a pilot study. Such systems have the potential to allow for intensive monitoring of patients while reducing the burden on them and medical staff (since automated monitoring can be conducted while the patient remains at home).

2.2. Medical image analysis
Another compelling avenue where AI has shown promising results is in the realm of medical image processing. This domain has witnessed a remarkable transformation, with AI algorithms now capable of efficiently analyzing a wide range of medical images, including ultrasound, X-rays, MRI scans, and CT scans, to yield faster and more accurate diagnoses. Duffy et al. (2024) used convolutional neural networks (CNNs) to evaluate the performance of AI models on 2D and 3D cardiac ultrasound datasets. Generally recorded as 2D video data, newer ultrasound transducers allow the collection of 3D data that can be post processed into standard 2D view videos. Using previously published CNNs for echocardiography (Ouyang et al., 2020), Duffy et al. showed that biases in 2D data (foreshortening and off axis views) can be simulated from the 3D data and have important impacts on model output.

Li et al. (2024) proposed BrainSTEAM, a practical pipeline for connectome-based fMRI analysis towards subject classification. This work addressed the overfitting problem in Graph Neural Networks (GNNs) used for analyzing structured network data. BrainSTEAM uses a spatio-temporal module that includes an EdgeConv GNN model, an autoencoder, and a strategy to dynamically segment time series signals, construct correlation networks, capture regions of interest (ROIs) connectivity structures, denoise data, and enhance model training. BrainSTEAM was evaluated on two real-world neuroimaging datasets, ABIDE for autism prediction and HCP for gender prediction, showing superior performance compared to existing models. This framework is potentially applicable to other studies for connectome-based fMRI analysis, promising enhanced reliability for clinical applications. Finally, recognizing the variation in human-quantified
phenotypes, Vukadinovic et al. (2024) show that different ways of assessing left ventricular ejection fraction, including variation within the range of clinician-to-clinician variability, can cause significant impact on downstream analyses, including genome wide association studies, where less precise measurements have a substantial impact on signal for genetic loci. Compared with sample size variation, 1% less precision in measurements resulted in the equivalent loss of power as a 10% decrease in cohort sample size.

2.3. Neurobiology and cognitive function
Prantzalos et al. (2024) presented MaTiLDA, which serves as an integrated machine learning and topological data analysis platform for brain network dynamics. Brain activity is recorded via electroencephalograms (EEGs); however, analyzing large volumes of recordings can be difficult. They introduced and publicly shared MaTiLDA to enable the use of machine learning with topological data analysis on EEG data. They then showed how their platform could be used to analyze EEG data from neurological disorders such as epilepsy.

Yang et al. (2024) showed that DNNs on brain MRI images can be used to detect and distinguish between normal subjects and subjects with cognitive impairments like Alzheimer’s disease.

Javedani Sadaei et al. (2024) proposed Zoish: a novel feature selection approach leveraging Shapley additive values for machine learning applications in healthcare. They present a feature selection python package leveraging Shapley additive values to simplify feature selection for a variety of healthcare prediction tasks. As an illustrative example, Zoish was applied to a predictive model on Parkinson’s progression as measured by the Montreal Cognitive Assessment (MOCA) and showed not only greater predictive performance overall but also improved interpretability compared to another feature selection method. As AI models attempt to move away from the “black box”, tools such as Zoish can help clinicians better understand how the models produce predictions.

2.4. Human-machine interface
Moore et. al. (2024) proposed SynTwin: a graph-based approach for predicting clinical outcomes using digital twins derived from synthetic patients. SynTwin introduces a novel methodology for generating and utilizing digital twins for clinical outcome prediction in precision medicine. The approach begins by estimating the distance between subjects based on their features, and then uses these distances to construct a network. Communities of subjects are defined, and a population of synthetic patients is generated. Digital twins, selected from this synthetic patient population, are used to enhance the prediction of clinical endpoints. When applied to a population-based cancer registry, the SynTwin approach significantly improved the prediction of mortality compared to...
using real data alone, demonstrating the potential of this method in advancing precision medicine efforts. Patel et. al. (2024) proposed optimizing computer-aided diagnosis with cost-aware deep learning models. They propose a deep learning computer-aided diagnosis system to address the common situation in healthcare in which a false negative is more serious than a false positive. Whereas traditional computer-aided diagnosis systems penalize both types of misclassification equally, the cost-aware neural net model described here shows how using cost as a hyperparameter can boost sensitivity while largely maintaining overall accuracy.

3. Conclusion
Submissions accepted at the Artificial Intelligence in Clinical Medicine: Generative and Interactive Systems at the Human-Machine Interface session underscore the expanding role of AI in clinical medicine. The array of studies, spanning from advancements in AI-driven medical text and clinical notes analysis to breakthroughs in medical image processing, neurobiology, and human-machine interfaces, highlights the potential of generative and classical AI to improve healthcare. The consistent theme across all submissions is the emphasis on practical, real-world applications, showing AI’s capability to enhance diagnostic accuracy, monitor cognitive symptoms, analyze diverse data types, and augment clinical decision-making processes. Despite these advancements, the need for identifying clinical problems and ongoing evaluation and assessment of AI technologies in healthcare to ensure their safety, efficacy, and reliability remains paramount. The works presented herein contribute significantly to this ongoing dialogue, showcasing both the possibilities and the remaining challenges in integrating AI into the healthcare landscape.
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