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The goal of the inverse folding problem is to supply a list of sequences compatible with a
known protein structure. If two-body interactions are taken into account in energy calculations,
an exhaustive exploration of the energy landscape in sequence space cannot be achieved
because of the huge number of possible combinations. To circumvent this problem, we propose
a method in which multiple copies corresponding to every possible side-chain type are attached
to each Ca position in the protein. The weights of each copy (stored in the sequence matrix
8M) are refined using mean field theory: each side-chain copy interacts with the mean field
generated by all possible side-chain copies at neighbouring positions, weighted by their
respective probabilities. The potential energy is simply taken to be amino acid pair potentials of
mean force. The method converges in a few cycles to a self-consistent solution. The refined
matrix does not depend on the starting point; therefore the method succeeds in removing
memory effects. Starting solely from the backbone of the known structure, and without
information from the initial sequence, the final sequence matrix 8M is shown to be able to
retrieve significant sequence information, as observed through a series of structure-recognizes-
sequence(s) computer experiments. The issue of specificity is discussed in detail.

1. Introduction

The Protein Data Bank! which gathers most known protein structures to date,
contains a number of structures exceeding several times the number of distinct
folds2. This has led to the hypothesis that the total number of different folds is
finite, and roughly of the order of one thousand3, 4. Should examples of every fold
be known, protein structure prediction would reduce to the inverse protein folding
problem, which consists in identifying which sequences are compatible with a given
foldS. Elaboration of this alternative view is not only theoretically interesting but is
also important for protein design and engineering, as well as structure prediction.

Ponder and Richards6 provided the first step towards this goal. They
systematically tested combinations of sidechains fitting in the core of small proteins,
based on steric overlaps, hydrogen bonding and packing density criteria. The
number of residues included in the combinatorial search is however limited for

practical computing reasons. In fact, as soon as energy calculations contain two-
body interaction terms, which are indeed ubiquituous in the classical treatment of
proteins then a huge combinatorial problem arises. To alleviate this problem, current
methods either refine a single sequence, or limit the search to available sequence
databanks (for review, see 7). Two major approaches have been derived.
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In the first one, each known protein structure is represented as a contact map
containing position dependent residue-residue contact preferences; aligning a
sequence using these contact maps requires a double dynamic programming
algorithm8. This approach has been successfully applied by Jones et a19, and is now
referred to as the "threading" algorithm. Its drawback however is that it is
computationally slow.

Alternatively, the protein structure information can be reduced into one
dimension, yielding the so-called 3D-ID profilel0. In this approach, a position and
structure dependent scoring table is built, which contains as many rows as residues
in the structure, and a column for each of the twenty amino acids. Aligning a
sequence on such profiles resorts to dynamic programming methods developed for
pairwise. sequence comparisons 11. In previous applications, scores were usually
calculated from the residue environment in the known protein structure (the so-
called frozen approximation). One possible caveat is that this is based on the

hypothesis that residue environments are conserved within proteins adoptin~ similarfolds. This hypothesis has recently been questioned by Russell and Barton 1 .

In this paper, we present a new strategy for profile construction based on a self
consistent mean field (SCMF) optimisation protocol (for review, see 13), which
does not resort to the frozen approximation. The basic idea of our method is to
attach to each Ca of the known structure multiple copies of the side-chain,
corresponding to all twenty common amino acids. Each type of side-chain is given a
probability, or weight, stored in a sequence matrix, SM. This matrix is initialised
such that each amino acid type has the same probability, for all residues in the
protein (i.e. the system has no memory of the native sequence). Each residue is then
considered in turn: the matrix row corresponding to the residue is updated, based on
the mean field generated by the multiple side-chains at neighbouring residues, and
the procedure is repeated till convergence (i.e. self consistency) is reached.

One of the main results of the paper is to show that the sequence matrix SM
refined through this procedure, based only on the coordinates of the backbone of the
protein, recovers significant sequence information. The discriminatory power of SM
this matrix is evaluated both in the sequence-recognises-structure protocol14, in
which a given sequence is threaded through an ensemble of profiles derived from
known protein folds, as well as in the structure-recognises-sequence assay, in which
a large number of sequences is threaded through a given profile.

2. Materials and Methods

A complete description of the self consistent mean field (SCMF) approach is
described in our previous worksl3, 15. Specific problems related to optimisation in
sequence space are discussed below.
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2.1. The chimeric molecule: the multiple copy representation.

The mainchain atoms (N, Ca, C, 0 ) of the known protein structure are fixed in all
subsequent calculations. All twenty amino acids are attached to each Ca .

Let us denote as N the total number of residues in the protein. The chimeric
molecule described above will be characterised by the sequence matrix SM of
dimension Nx20, such that SM(i,j) is the probability that residue i is an amino acid
of typej. SM is initialised such that each residue type is given the same probabiliy.

2.2 . Mean Field Theory: a tool for efficient energy minimisation.

2.2.1. The effective energy of the chimeric molecule The multiple copies of side-
chains on a given Ca do not interact with each other; they do interact however with
the mean field exerted by all multiple copies of interacting neighbouring positions in
the protein. The energy function that we seek to minimize is taken to be:

N 20

Eeff= LLSM(i,j)f[E(i,j)]
;=1 j=1

(1)

where:
N 20

E(i,j) = L LSM(k,I)W(xij,Xkl)
k=l 1=1
k~;

(2)

here Xij are the coordinates of sidechain type j at position i in the sequence, W the
pair potential energy function, and

f[ E(i,j)] =E(i,j) (3)

corresponding to the classical formulation of the effective energy function 13;
subsequent applications of equation (3) will be referred to as Method A.

We also studied an alternative form for f, which will be denoted Method B :

f[ E(i,j)] =!
[

E(i,j) - ~av(j)
]

2 (4)
2 Us;g(J )

where UavO) is the average energy for an amino acid of type j as observed in native

proteins, and UsigO) the width of the distribution of UO) over these states. It should
be noted that replacing equation (4) in equation (1) leads to an Beff which does not
correspond anymore to a term having the dimension of a true energy.

2.2.2. The potential energy function W. W is taken to be the amino acid pair
potentials of mean force defined by Sippl16,which are of the form:

(
1'/(1', »

)
W(X;j,Xkl)= -RTln t ik

f,(r;k)
(5)
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where j and I correspond to the two amino acids at position i and k in the protein,
respectively, t=j-i is the separation of these residues along the sequence, and rik is
the spatial distance between the Ca atoms of i and k. The pair interactions are
represented by several variants of potentials,dependingon the separation t along the
sequence. In the short range, t = 1,2,3,4,5,and6 individualpotentialsare compiled
for each value of t. For medium, 7 ;5;t ;5;9,and large separations, 10 ;5;t, the pair
potentials are condensed to a single type of potential. A cutoff at r=20A was
imposedl7. Potentials described by Equation (5) were shown to be adequate both
for protein folding and inverse protein foldingproblems18.

The required density distributionsf (correctedfor the problem of small dataset,
as described by Sippl16) were compiled from a database of 83 structurally unrelated
proteins (see 19 for a list), excluding all (~/a)8 folds and globin folds since
triosephosphateisomerase and myoglobinwill be used as the main test molecules.

Uav and Usig, defined in equation (4) were calculated from the same database,
with the restriction that in all protein energy calculations, the respective protein is
substracted from the database and the potentials are recompiled (i.e. the jack-knife
procedure ).

2.2.3. Self-consistent mean field optimisation. Mean field theory consists in finding
the minimum of the free energy with respect to all variables20. This leads tol3, 21:

SM(
' .

)
[

V(i,j)

]V
~

[
V(i,k)

]
I,] = exp - £..Jexp-

RT k=l RT
(6)

where
dE

V(i .) - elf
(7)

,] - dSM(i,j)

V(i,j) can be seen as the local mean field experienced by amino acid type j at
position i in the protein.

Given the initial uniform matrice 8M and the backbone of the protein, a series
of steps is taken to define new probabilities for all amino acids at all positions in the
protein. First, all effective potentials are calculated based on Equations (1) and (7).
The effective potentials are converted into probabilities using equation (6) and the
procedure is iterated as many times as required to reach convergence (i.e. no further
modification of 8M), yielding the final self consistent sequence matrix. To avoid
convergence problems such as oscillations, a "memory" was set to the system 15,22.

2.3. Evaluation of Sequence-structure fitness.

The dynamic programming algorithm provides an efficient means of determining
the best arrangement of a particular sequence in a particular structure, represented
by its sequence matrix. We used a straightforward adaptation of the Smith and
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Waterman alignment algorithm 11. The dynamic algorithm requires additivity and
independence. Independence is inherent to the use of the mean field approximation.
In order to fulfill the additivity requirement, the sequence matrix is transformed into

a profile matrix PM:

PM(i,j) =10g
[

SM(i,j)

]Prand

where Prand is the probability to observe residue type j at position i by chance
(Prand is set to 0.05). If SM(i,j) is zero, SM(i,j) is reset arbitrarily to 0.01. The
profile matrix was further linearly modified so that its larger and smaller elements

are res~ectively set to 1 and -0.5. This is similar to what is done in recentworks2 ,24. For the results reported here, all alignments were performed with a gap
opening penalty and a gap elongation penalty of 4.5 and 0.1, respectively, in regions
involved in secondary structure, and 0.45 and 0.01 otherwise (typically, a gap can be
compensated by 4 or more optimal residue fits in a secondary structure). Secondary
structures were defined using the program DSSp25.

If gaps are not allowed, the score of a particular sequence on a given profile
matrix PM of the same length is obtained directly as the sum over all positions of
the scores of the amino acid type in the sequence, as read in the corresponding row
of PM.

(8)

2.4. The database of test proteins.

108 well refined proteins were included in the database. The corresponding entries
in the PDB1 are : 451c, 156b, 8abp, 8adh, 3adk, a8atc, b8atc, a2aza, 3blm, 1bp2,
2ca2, lcc5, lccr,a2ccy, 3cd4,2cdv,3cla, 3cna,a4cpa, 5cpa, 2cpp, lcpv, 1crn,2cro,
e1cse, i1cse, 1ctf, 2cy3, 2cyp, 8dfr, a4dfr, a1dhf, e2er7, 12fb4, lfd2, lfx1, 3fxc,
4fxn, a3gap, 2gbp, 19cr, 01gd1, 1hip, a2hla, b2hla, 1hoe, 1i1b, 3icb, 7icd, 1101,
2lbp, 6ldh, 31Ird, a2ltn,lIz1, a4mdh, 2mhr, 2mlt, 20vo, a2pab, 9pap, 2paz, 1pcy,
alpfk, 3pgk, 3pgm, 1phh, 5pti, 4ptp, 1rhd, 2rhe, 2rnt, 7rsa, 5rxn, 2sga, 3sgb, 1sn3,
2sns, 02sod, 2ssi, 2stv, iltgs, 6OOn,4tnc, altnf, lubq, 1utg, a9wga, r2wrp, b1wsy, 5
globins : 1eca, a1hhb, lIh1, 5mba, Imbd and 13 (~/a)8 barrels: 2aaa, 4enl, lilia,
alfcb, Igox, a5rub, 2mnr, alpii, blpii, Him, alwsy, a4xia, and a2ypi.

3. Results

3.1. The sequence matrix recovers information on the native sequence of the protein.

In previous works, self consistent mean field optimisations based on Method A (i.e.
equations (I) and (3)) were used for side-chain conformation predictionl5 as well as
for homology modelling26, with reasonable success. Both applications concerned
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optimisation in the conformational space: the sequence is known, and the
conformation is changed untill a minimum is found. Direct extension of this
approach to the problem of optimisation in sequence space leads however to poor
results, as illustrated on figure 1 in the case of chicken triosephosphate isomerase
(PDB code 1TIM; 245 residues). Calculation of the sequence matrix was carried out
over 120 cycles and convergence is achieved in more than 15 cycles (figure lA).
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Figure 1 : Illustration of the convergence of the SCMF approach in sequence space in the case
of TIM (245 residues) for method A (solid lines) and method B (dashed lines): (A) Starting
with a uniform matrix, 8M is computed iteratively using equations 1, 6 and 7; the Lm.S.
difference (rmsMAT) between the successive sequence matrices 8M are given versus the
iteration or cycle number (B) At each cycle of the SCMF refinement, a profile matrix is
computed from 8M using equation (8); the score of the native sequence threaded without gap
on this profile matrix is shown versus the cycle number.
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The final 8M shows no specificity towards the native sequence of TIM (figure
IB). In fact, 8M ends up strongly biased towards sequences of unrealistic amino
acid composition. In searching for a minimum of Eeff, the procedure selects residue
types which provide the lowest contact energies; this happens to be observed for
cysteine-cysteine contacts (cysteine has a probability higher than 0.9 in 62 out of the
245 rows of the converged sequence matrix), hence a drift in sequence space. This
phenomenon is similar to the design of 'superstable' HP sequences for a given fold
just by making all buried residues non polar and surface residues polar27.
Preliminary experiments (unpublished results) showed that, even at constant amino
acid composition, a simple Monte Carlo minimisation in sequence space is able to
decrease the total potential energy proteins of known structure to a value lower than
the native sequence (for details on the Monte Carlo procedure, see 27). This means
that native structures are not even local minima for the potential energy function we
have used; therefore, this energy should not be minimized per se, but, rather, should
be constrained to take values that are commonly observed for native proteins. We
have consequently chosen a new form of total effective energy, based on equation
(4) to take this into account. This new formulation, i.e. method B, bears similarity
with a procedure adopted in applications of spin glass theory to protein folding28, as
well as in the modified Monte Carlo method of Shakhnovich et a129, 30.

An example of the convergence of the SCMF approach based on Method B is
also given in Fig. 1 in the case of TIM. Calculation were carried out over 120
cycles, but convergence is achieved in less than 20 cycles. The matrix obtained is
independent of the starting point. If the initial matrix is set to reflect the initial
sequence (probability of 1. for the wild type amino acid type and zero for all others),
the refined matrix is identical to the one obtained with an initial random matrix (data
not shown). As expected, the total energy of the system (Eq. 1) is minimised during
the optimisation. An interesting feature of the specific function given in Eq. 4 is that
it succeeds in gradually retrieving information concerning the native sequence (Fig.
IB). In all subsequent calculations only method B is used.

To test if the sequence information achieved through this procedure is
significant, a computer experiment was performed. 10,000 random sequences
obtained by shuffling the native sequence of TIM are threaded either directly (i.e.
without gaps) or by dynamic programming (allowing gaps) on the profile matrix
derived from the refined sequence matrix. In both cases, it is seen that the native
sequence is well discriminated, with significant z-scores (calculated as (Snat-Sav)/O',
where Snat is the score of the native sequence, Sav the average score over all
sequences and 0' the corresponding standard deviation) of 4.66 when no gaps are
considered, and 4.11 when gaps are allowed. Both values can be seen as measures of
the fitness of the native sequence on the native structure. Fig. 2 summarises the z-
scores (allowing gaps) obtained on the database of 108 protein structures,
representing a wide range of tertiary folds (a, p, ap and a+p) whose sizes vary from
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26 (melittin, 2mlt) to 476 residues (a-amylase, 2aaa). The lowest z-scores are found
for small proteins in which only few non local contacts are present.
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Figure 2 : Sequenceprofile fitness (expressedas z-scores)as a function of protein size. All z-
scoresare calculated with respect to an alignment allowing gapsof 5,000 shuffled sequences.
Resultsare shown for the 108protein structures in our database(seeMaterials and Methods).

3.2. Sequence- recognises-structure.

In this test, a given protein sequence is aligned to the database of 108 protein
structures, one at a time, presented as SCMF profile matrices. The fitness of each
sequence-structure alignment is evaluated by means of a z-score calculated from an
ensemble of 1000 shuffled sequences. The native sequence scored highest for 63 out
of the 87 sequences containing more than 100 residues (smaller sequences were not
considered since their fitness values on their native profiles were found to be small;
see Fig. 2). Of course, the ultimate practical aim of this kind of experiment is the
prediction of the 3D structure of a protein, given its sequence. It is expected to work
at least for homologous structures. This was observed for the globin fold, using the
SCMF profile matrix (Fig. 3A). The same procedure was applied on TIM, in which
case structurally related ~/a barrels other than TIM sequences were not detected to a

significant level (figure 3B); for a successful ayplication of 3D-1D profile in this
difficult test case, see Wilmanns and Eisenberg3 . In order to improve our method it
might be advisable not to give the same weight to all positions in the profile; the
question then arises of how to identify those positions that are to be considered with
a large weight.
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Figure 3 : A) threading histogram of the spenD whale myoglobin sequence (PDB code Imbd,
referred to as MBD) on the SCMF matrices derived from the 108 proteins in our database. All
proteins with a globin fold score first. The sequence identity between MBD and AIHHB,
5MBA, lLH1, lECA is 29%, 24%, 17% and 18%,respectively.
B) threading histogram for TIM on the same database of SCMF matrices. The profile matrix
derived from the native structure for TIM, i.e. him, scores second after 2ypia, which
corresponds to a triosephosphate isomerase from yeast (the 2 proteins have 53% sequence
identity). Other related alJ3fold are shown as *.
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4. Discussion

When searching for all sequences, or just the optimal sequence, that fit to a given
protein fold, minimisationof the free energy will usually yield sequences that do not
fold into unique conformations. This was observed in the HP model, in which case
superstable sequences were designed with all H inside and all P at the surface of the
protein27; these sequences are not specific in that they can fold into many native
conformations; this was demonstrated for 2D lattice simulations32, 33. Successful
sequence design requires then additional constraints. A sequence is optimal for a
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given fold if, in addition, it is incompatible with all other possible folds. Yue and

Dill33 have designed a series of rules to 'desi~n out' incorrect conformations, forHP models on 2D lattice. Dill and coworkers 4 have recently proposed another
promising approach for HP model. It is based on a modified energy function
containing two terms, the first being designed to favour hydrophobic-hydrophobic
contacts, while the second tends to avoid contacts between the solvent (not included
explicitly) and hydrophobic monomers. The sequence generated by this method on a
given protein structure agree reasonably well with the native sequence, and is shown
to fold uniquely on a lattice model. Applications of these strategies 33, 34 to real
proteins (i.e. including the 20 amino acids) have not yet been developed; this would
be important because there are indications that 2 letter code proteins do not
adequately describe real polypeptides35. The amino acid composition of a protein is
known to be highly dependent on its folding class36; this can be imposed as one
global constraint (see for example 37, 38). However, even if this condition is
necessary, it is certainly not sufficient38 Another approach consists in maximising
the so-called 'energy gap', defined as the difference in energy between the native
state and either the best non native conformation39, or the mean energy of all non
native states40-42. The energy gap condition was found to be necessary and
sufficient for a 27 mer model fitted on a 3x3 lattice43. It should be mentioned that a

sequence design experiment based on this criteria was shown to fail for larger HP
sequences44, but was found successful for long lattice chains designed in 20-letter
code45-47.

We confine ourselves to the profile formalism. The major novelty of our
approach is to provide a rigourous treatment of two-body interactions without
having to resort to the frozen approximation. A sequence matrix 8M is calculated
from the backbone only of the protein of interest using a self consistent mean field
minimisation of the difference in energy of each residue with average energies
found in native structures. The sequence matrix designed here recovers sequence
information, yielding a significant sequence-structure fitness value (Fig. 2). It was
also found to recognize structurally related proteins with low sequence identity, in
cases in which the fold is well preserved, such as the globin fold (Fig. 3A). This
success however was not found to be general (Fig. 3B). Limitations of 8M may be
related to the constraint of using a too precise structural template and/or to
insufficently discriminative potentials. The profile formalism itself may be
questioned: it is based on the independence of each position in the protein, which
are then given the same weights. Positions however are not truly equivalent,
depending on the presence of secondary structure elements.

The procedure described here is based on pair potentials of mean force
derived from known protein structures 16. Similar potentials have already
successfully been used for protein sequence design37, with a different cutoff. Words
of caution are however in order here. Statistical residue-residue pair potentials
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derived from preferences observed in the Protein Data Base (potentials of mean
force) are by no means equal to the true two body interaction potentials; therefore,
their use should always be considered with caution48. Improvements including'
different potential energies as well as optimisation of these potentials are currently
being investigated.
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7. Appendix

7.1 Method A.. the total effective energy of the chimeric molecule is given by :
N 20

Eef!= IISM(i,j)EU,j) (A.I)
;=1 j=1

where E(i,j) is defined by equation (2).
The local mean field exerted on amino acid type b for residue a is (see equation 7) :

dEen
V(a b) = JJ. = 2E(a b)

, dSM(a,b) ,
7.2 Method B .. the effective energy of the chimeric molecule is defined as :

Eef!= ffSM(i,j)
(

E(i,j)-~av(j»
)

2 (A.3)
;=1 j=1 Us;/J)

in which case:

V(a,b) =
(

E(a,b) - Uav(b)

J
2 +

US;g(b)

N 20 W (x X ) E(
' .

) U (
'

)
2I ISM(i,j) ab'.;j I,J - .av J

;=1 j=1 US;g(j) US;g(j)
;,;:a

(A.2)

(AA )


