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Artificial Intelligence (AI) technologies are increasingly capable of processing complex and multi-
layered datasets. Innovations in generative AI and deep learning have notably enhanced the 
extraction of insights from both unstructured texts, images, and structured data alike. These 
breakthroughs in AI technology have spurred a wave of research in the medical field, leading to the 
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creation of a variety of tools aimed at improving clinical decision-making, patient monitoring, image 
analysis, and emergency response systems. However, thorough research is essential to fully 
understand the broader impact and potential consequences of deploying AI within the healthcare 
sector. 

Keywords: Artificial Intelligence, clinical medicine, decision support systems, large language 
models. 

1. Introduction

The integration of Artificial Intelligence (AI) into clinical medicine continues to expand at a
rapid pace, promising transformative changes across diagnostics, treatment planning, and patient 
monitoring [1], [2], [3], [4], [5]. While AI technologies offer remarkable capabilities in analyzing 
extensive and complex medical data sets, their real-world application necessitates robust 
frameworks that support explainability and generalizability. These aspects are crucial for building 
trust among clinicians and patients alike, ensuring that AI-driven interventions are both 
understandable and applicable across diverse clinical environments. This session showcases 
pioneering research that addresses these needs, highlighting innovative solutions that aim to set new 
standards in the deployment of AI tools in medicine. The emergence of large language models 
(LLMs) and other sophisticated AI systems has propelled forward our ability to interpret and utilize 
medical data, promising significant improvements in patient outcomes [6], [7]. However, the 
deployment of such technologies must be accompanied by stringent evaluations to confirm their 
effectiveness and safety in real-world clinical settings [8], [9]. This includes understanding their 
potential biases, operational limitations, and their overall impact on clinical decision-making 
processes. 

This year's session at the 2025 Pacific Symposium on Biocomputing (PSB), titled AI in Clinical 
Medicine: Towards Explainable and Generalizable AI Systems, concentrates on the latest 
advancements in AI that not only enhance clinical effectiveness but also prioritize transparency, 
adaptability, and ethical implementation in healthcare settings. Here, we highlight the accepted 
submissions for this session and set the stage for a discussion of AI’s role in revolutionizing medical 
practice, emphasizing the need for solutions that are not only technically proficient but also ethically 
sound and universally beneficial. As AI continues to permeate the healthcare landscape, this session 
provides a critical examination of both its achievements and the challenges that lie ahead in its 
journey from experimental algorithms to essential clinical tools. 

2. Artificial Intelligence in Clinical Medicine

2.1.  AI for Clinical Decision Support and Medical Workflows 

AI has increasingly been integrated into clinical decision-making processes, providing support for 
tasks such as diagnostics, treatment planning, and risk prediction [10]. Decision support systems 
that incorporate AI can process vast amounts of clinical data in real time, offering clinicians 
enhanced insights into patient care [11]. These tools are particularly valuable in settings where time 
and precision are critical, such as emergency departments, oncology, and intensive care units. 
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Prince et al. 2025 present a visual analytics framework aimed at evaluating interactive AI systems 
in pediatric brain tumor diagnosis [12]. Their work underscores the importance of understanding 
how AI can support clinicians in decision-making and improve clinical workflows.  
Bedi et al. 2025 introduce QUEST-AI, an innovative LLM-based system designed to generate and 
refine USMLE-style exam questions [13]. By automating this process, their system promises to 
reduce the time and cost involved in medical education.  
Rao et al. 2025 tackle the challenge of error generation in radiology reports with CX-REGen, a 
system that uses LLMs to create synthetic errors in chest X-ray reports to improve AI model training 
[14]. 
Healey et al. 2025 introduce LLM-CGM, a benchmark for summarizing continuous glucose monitor 
(CGM) data using AI, with applications in enhancing diabetes management [15]. 
Lastly, Godeme et al. 2025 investigate the use of synthetic text for developing NLP models to 
support peer supporters [16]. This study demonstrates that AI-generated synthetic text can 
effectively augment training datasets, which enhances the fidelity of peer support tools. Their 
findings emphasize the utility of AI in improving both training and support mechanisms for peer-
assisted health interventions. 

2.2.  Improving AI Models for Critical Healthcare Tasks 

To ensure that AI models can handle the complexity and variability of healthcare data, improving 
their generalizability and performance is crucial. Healthcare environments are diverse, and AI 
models must perform well across different populations, institutions, and clinical settings. 
Additionally, AI tools need to handle both structured data, such as lab results and vital signs, and 
unstructured data, like clinical notes, to offer comprehensive support [17], [18]. Several papers in 
this session focus on optimizing the performance and utility of AI models in healthcare.  
Shashikumar and Nemati 2025 present a comparative study of LLMs in sepsis prediction, 
demonstrating that smaller models can achieve performance levels comparable to larger ones, thus 
offering more resource-efficient solutions [19]. 
Wang et al. 2025 explore the use of LLMs in cancer registry coding, where AI models are applied 
to streamline and enhance the accuracy of reporting in real-world hospital settings [20]. 
Weissenbacher et al. 2025 developed an NLP-based system to evaluate the appropriateness of 
pediatric antibiotic prescriptions, contributing to improved antibiotic stewardship practices in 
healthcare [21]. 

2.3.  Ethical and Regulatory Considerations in AI Deployment 

The rapid development of AI in healthcare presents significant ethical and regulatory challenges. AI 
systems must be designed and deployed in ways that prioritize patient safety, privacy, and equity. 
As AI becomes more embedded in clinical workflows, it is critical to ensure that these systems 
comply with existing regulations and adapt to evolving legal frameworks [22]. Regulatory agencies, 
such as the FDA, are tasked with ensuring that AI technologies are safe, effective, and accessible to 
all patients [23]. 
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Rincon et al. 2025 explore the evolving regulatory landscape in healthcare AI, focusing on how 
recent Supreme Court decisions could impact the authority of regulatory agencies like the FDA [24]. 
Their analysis highlights the potential implications of regulatory uncertainty for the healthcare 
industry.  
In a related study, Levy et al. 2025 investigate the use of AI to predict suicide risk in veterans, 
integrating both structured and unstructured EHR data [25]. Their work underscores the ethical 
importance of using AI responsibly in sensitive areas like mental health. 

2.4.  Generalizability and Validation of AI Models 

Ensuring that AI models are generalizable and can be validated across different clinical settings is 
essential for their widespread adoption [26]. AI systems trained on data from a single institution or 
population often struggle to perform well in other settings due to variations in patient demographics, 
clinical practices, and data collection methods. Generalizability is crucial for developing AI tools 
that can be deployed in diverse healthcare environments without compromising accuracy or fairness 
[27]. 
In this session, Banerjee et al. 2025 introduce a multi-site validation framework to test the robustness 
of radiology AI models across different populations and institutions, addressing the critical need for 
AI systems that can generalize beyond their training data [28].  
Xiong et al. 2025 propose i-MedRAG, an iterative Retrieval-Augmented Generation (RAG) system 
designed to improve medical question-answering by incorporating follow-up queries, further 
enhancing AI’s ability to handle complex clinical cases [29].  
Ramwala et al. 2025 present ClinValAI, a cloud-based framework for the external validation of AI 
models in medical imaging, ensuring that these models meet high standards of performance and 
fairness [30]. 
Lastly, Keat et al. 2025 introduce PGxQA, a resource for evaluating the performance of LLMs on 
pharmacogenomic question-answering tasks [31]. This benchmark is designed to assess the ability 
of LLMs to provide clinically accurate information related to pharmacogenomics, which is crucial 
for ensuring these AI tools' safety and effectiveness when used in personalized medicine 
applications. 

3. Conclusion

The papers presented in this session demonstrate the expanding role of AI in clinical medicine. They 
showcase a range of applications designed to improve diagnostic accuracy, enhance decision 
support, and address ethical and regulatory challenges. As AI continues to integrate into healthcare, 
the need for rigorous validation, regulatory oversight, and ethical deployment becomes increasingly 
important. These contributions highlight the promise of AI while addressing the ongoing challenges 
of ensuring that these systems are safe, explainable, and generalizable across diverse clinical 
environments. 
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