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Large language models (LLMs) and biomedical annotations have a symbiotic relationship. LLMs
rely on high-quality annotations for training and/or fine-tuning for specific biomedical tasks. These
annotations are traditionally generated through expensive and time-consuming human curation.
Meanwhile LLMs can also be used to accelerate the process of curation, thus simplifying the
process, and potentially creating a virtuous feedback loop. However, their use also introduces new
limitations and risks, which are as important to consider as the opportunities they offer. In this
workshop, we will review the process that has led to the current rise of LLMs in several fields, and
in particular in biomedicine, and discuss specifically the opportunities and pitfalls when they are
applied to biomedical annotation and curation.
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1.  Background

High-quality, well-annotated biomedical data is crucial for training LLMs to understand and
process scientific information. These annotations can include labeling entities (genes, proteins),
relations (interactions), and other relevant information. By incorporating annotated data, LLMs
can learn specific domain knowledge and improve their accuracy in tasks like information
extraction, knowledge base creation, and text summarization. Diverse and unbiased annotations
can help mitigate bias in LLMs, ensuring their outputs are fair and representative of the underlying
data. At the same time, LLMs can be used to automate some aspects of annotation, such as
identifying potential entities or suggesting relevant relations. This can significantly reduce the
workload for human annotators. LLMs can identify areas of uncertainty in the data and suggest
which annotations would be most valuable for improving their performance. This creates a
feedback loop where LLMs guide the annotation process for optimal results. Finally, LLMs can be
used to check the consistency and accuracy of annotations, identifying potential errors or
inconsistencies.
A recent survey of LLMs for data annotation [1] describes how advanced large language models
(LLMs), like GPT-4, can transform data annotation by automating and improving accuracy in this
traditionally labor-intensive process. It categorizes the methods used for LLM-based data
annotation, explores the effectiveness of LLM-generated annotations, and discusses learning
strategies incorporating these annotations. The paper also highlights the challenges and limitations
of using LLMs in this field, offering guidance for future research and development in automating
data annotation. Goel et al [2] proposes a method that uses Large Language Models (LLMs)
combined with human expertise to speed up medical text annotation for information extraction,
significantly reducing human labor while maintaining high accuracy in generating labeled
datasets. Several recent approaches exploit the in-context learning capabilities of LLMs based on a
limited number of examples (few-shot) to create annotations, using suitably engineered prompts
[3,4,5]. Other recent works discuss the usage of LLMs for knowledge distillation [6,7], or even
how LLMs could themselves be used as evaluators [8]. Finally, several studies evaluate the
reliability of the annotations generated by LLMs [9,10].
While opportunities with LLMs are actively being explored, it is equally important to be aware of
the potential pitfalls that may arise during their use. The limitations and risks associated with
using LLMs have been thoroughly examined in previous studies [11]. Some research has explored
these challenges within the contexts of biology and medicine [12,13], offering more specific case
studies and proposing mitigation strategies. These insights provide invaluable guidance that
should be shared with researchers in the field to help avoid unnecessary risks and complications.
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2.  Workshop

The years 2022 and 2023 marked the emergence of Large Language Models (LLMs). Reflecting
this pivotal shift, PSB2024 organized a workshop entitled "Large Language Models (LLMs) and
ChatGPT for Biomedicine," aimed at providing introductory insights into LLMs within the realm
of Biomedicine. In the meantime, a wealth of diverse experiences with LLMs has been
accumulated, and the emphasis of the workshop will be on sharing these varied encounters. As
such, presentations showcasing a spectrum of application cases of LLMs have been considered,
encompassing both successful implementations and instances where expectations were not met.
The intention is to focus in particular on the impact of LLMs on biomedical annotation and
curation. Some of the issues and questions to be addressed in the workshop include but not limited
to:

● Are annotation and curation still necessary in the age of LLMs?
● Can LLMs replace those completely?
● How can we assess the quality of automated annotations?
● What are the limitations?

By addressing these challenges this workshop aims to clarify the potential and limits of LLMs in
advancing biomedical research and knowledge discovery.

3.  Conclusions

LLMs are already making major inroads in our social fabric, rapidly changing the way several
highly skilled activities are performed, and leading to serious challenges to societal organization
and profound questions about how to best make use of their capabilities for the advantage of
humanity. We hope that this workshop will offer a valuable contribution to this ongoing
discussion.
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